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Japan’s Contribution toward
Global Standards

Permissionless Precautionary

| versusl

Innovation | T Principle
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Non-binding norms g '}'

See SUSUMU HIRANO, ROBOT LAW, 267-68 (Kobundo 2nd ed. 2019 i apeiég’ ,
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AT Principles ./ A Guidelines: 3

Japan Toolk the Initiative to Build Global Standards

G20 June 2019
* G20 Al Principles / Ministerial Meeting on

/ OECD “0 Trade and Digital Economy
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AI expert Group at the OECD (AIGO:x(3i T4-74-3—)
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Home > OECD Al Principles overview

OECD Al Principles overview

The OECD Al Principles promote use of Al that is innovative and trustworthy and that respects human rights and democratic values. Adopted in May
2019, they set standards for Al that are practical and flexible enough to stand the test of time.

Values-based principles

s OECD Al,
https://oecd.ai/en/ai-principles
sz | (last visited Feb. 18, 2022).
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https://oecd.ai/en/ai-principles

G20 AI Principles |6

G20 Ministerial Staternent on Trade and Digital Econarmy

W, the G20 Trace Ministers and Digital Economy Mineters, met on 8 and 9 June 201% in

Tsukuba City, Ibaraki Prefecture, Japan, under the chairmanship of H.E. Mr. Hiroshige Seko,
Minister af Ecoromy, Trade ard Incustiy, H.E. Mr. Masatoshi Ishida, Minister for Inlemal Alairs
ang Communicatons, and H.E. Mr. Taro Kono, Minister for Forelgn Affairs, of the Govemmernt
of Japan, to further slrengmm G20 trade and n:llgltal economic pcull»:;}r cooperatian.

19. At the same time, we also recognize that Al, like other emerging technologies, may present
societal challenges lncludlng the transrhons in the Iabor market pnvacy sel:urdy ethlcal

issues, new digital dtvldes and the need for A| capacnty bunldong To foster ublic (rust ano
1 confidence in Al technologies and fully realize their potential, we are committed to a human-

centered approach 1o Al, guided by the G20 Al Principles drawn from the OECD
Recommendation on Al. which are attached in Annex and are non-hinding. This Annex includes
the following principles of “inclusive growth. sustainable development and well-being”, *human-
centered values and farnesy’". “transparency and explainability®, *robustness, security and
safetx and accoumab sty‘ I he Annex also offers s guidance for for conslderanon Dy policy makers
with the purpose of ma)umlzlng and shanng the benems from Al. wnlle mlnnmlzlng the tlsks and
concams, with special aftention {o international cooperation and inclusion of developing

countries and underrepresented populaﬁons.

~/J\b1¥lﬁﬁ L7=. ~’E$|JFFJ LT—

& EERER (E D), http:

N =k R X

“drawn from~:’
G20E 5 - T U2 ILER;
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WWW.SOUmMu.go.jp/main _content/000625715.pdf (last visited Nov. 8, 2019

G20 Al Principles *

-
I The G20 supports tha Principles for responsible stewardship of Trustworthy Al in Section 1-|
1 and takes note of the Recommendations In Section Z. :

e ——

Soction 1: Principles for responsible stowardship of trustworthy Al

1.1, Inclusive growth, austainable dawvelopmeant and wel-being

Slaxehakders should proactively engage in respensible stewardship ol inestworiby Al in parsuil of
beneficial nutcomes for people and the planct, such as asugmenting human capabdines and
enhancing craativity, advancing incluaion of undemapresantad populabions, reducing economiz,
social, gender and ather inequalites, and prolecting natural ervikonments, hus imnsgorating
inclisrer growth, sustainable devslopment and well-being

1.2, Humarrcentered vakies and fairmess
a) Al actors shauld respect the nde af e, human rights and dermocratic values, throughaot e 81
system Meoycle, These inclhede fresdem, dignily and awlamamy, privacy amd data prolectian,
nor-discrimination and equalkty, drearsity, feimess, social ustice, and inkemationally recognized
labor rights.
by To thig end, Al aclors should mglement mechanisms and safeguands, sweh s capacily for
human matermination, that are approprizes fo the context and consistent with the steie of art

1.5, Transparersy and explainabilily
Al Arctors should commit o trarsparency and responsinle disclosene regarding Al sysiems. To this
&nd, they should provige maannghl information, appropriste to the conbaxt, and consstent with tha
alate of arl:
i. 1o foster a general understandng of &1 systems;
Il. to make stakahokdars awara of their interachons with A1 systems, Including in tha workplace;
fii. 1o enable Ihose affected by an Al syatem 10 understand the sutcoma; end,
iv. lo enable those adversely affecled by an Al system o chalengs: #5 oulmme based on plisn
and easy-o-uncerstand information an the factors, and the logic that served as the basis for tha
prediction, recommeandation or decision.

1.4, Rohustness, secunty and safety
&) Al syabame shoulkd be robust, secure and safe throughout thelr entine ifecvcle Bo that. in

# This Annex draws rom ches DECD prinviples and recommendations,

Sy
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EU’s Hardlaw ProposalJz
ARTIFICIAL INTELLIGENCE ACT

Z Risk-Based

@ HIGH RISK C t l
@ | IMITED RISK
(Al systems with specific
transparency obligations)
X "\
. ey
V.. €

A
/. 12, €

European Commission, Excellence and trust in artificial intelligence

https://ec.europa.eu/info/strategy/priorities-2019-2024/europe-fit-digital- agt_a@écellence
trust-artificial-intelligence#building-trust-through-the-first-ever-legal- framew‘ork on-ai dast

visited May 5, 2021). \ L

1
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https://ec.europa.eu/info/strategy/priorities-2019-2024/europe-fit-digital-age/excellence-trust-artificial-intelligence#building-trust-through-the-first-ever-legal-framework-on-ai

EU’s Hardlaw Proposal.: 8
ARTIFICIAL INTELLIGENCE ACT

Tier Prohibited AI

1 Practices / Un- \/ subllmlnal techniques; T1tle
2egepiEllle Bl v' an Al system that exploits vulnerabilities to distort materially II: Art.
distort their behaviors ; 5

v' Al-based social scoring for general purposes done by public
authorities; and

v ‘real time’ remote biometric identification systems in publicly
accessible spaces for the purpose of law enforcement unless
certain limited exceptions apply.

Tier  High-Risk Al FE.g: See
2 Systems v' Safety component of products that are subject to third party ex- Title
ante conformity assessment; or 111

v' Stand-alone Al systems, with mainly fundamental rights
implications, listed in ANNEX III.

Tier Trapsp«’flrency Transparency obligations will apply for systems that: See
3 Obligations for (i) interact with humans; Title
Gl 2l Bysiieing (i1) are used to detect emotions or determine association with (social) categories IV

/ Specific risks of . . .
e . based on biometric data; or
manipulation ... . ¢ ’
(iii) generate or manipulate content (‘deep fakes’).
Tier Codes of “The Commission and the Member States shall encourage and facilitate the drawing up of codes of conduct intended to foster ~ Sgg
the voluntary application to Al systems other than high-risk Al systems of the requirements set out in Title I1l, Chapter Title IX
4 Conduct 2....” / “Codes of conduct may be drawn up by individual providers of Al systems or by organisations representing them Liie Ly

or by both, including with the involvement of users and any interested stakeholders and their representative organisations.” Art. 69
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European Parliament, Committee on o
Legal Affairs, a Civil Liability
Regime for Artificial Intelligence

Committee on Legal Affairs,

Report with
pesnosrenoouns]  Recommendations to the
oo ) Commission on a Civil
— Liability Regime for

Artificial Intelligence
(2020/2014 (INL)), Oct. 5,
2020.

5.10.2020

REPORT

« TAIXBEDADRERETELD—L] UYP<
- EIEEE.BROHER. FOILERREERE. FNESARE (20205 108)

£
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high-risk Al operator® Eg1& & :

Article 4

Strict liability for high-risk Al-systems

1. The operator of a high-risk Al-system shall be strictly liable for any harm or damage that was caused by a physical or virtual activity, device or
process driven by that Al-system.

2. All high-risk Al-systems and all critical sectors where they are used shall be listed in the Annex to this Regulation. The Commission is
empowered to adopt delegated acts in accordance with Article 13, to amend that exhaustive list, by:

(a) including new types of high-risk Al-systems and critical sectors in which they are deployed;
(b)  deleting types of Al-systems that can no longer be considered to pose a high risk; and/or
(c) changing the critical sectors for existing high-risk Al-systems.

Any delegated act amending the Annex shall come into force six months after its adoption. When determining new high-risk Al-systems and/or
critical sectors to be inserted by means of delegated acts in the Annex, the Commission shall take full account of the criteria set out in this

Regulation, in particular those referred to in Article 3(c).

ligence or that the
harm or damage was caused by an autonomous activity, device or process driven by their Al-system. Operators shall not be held liable if the harm
or damage was caused by force majeure.

4. The frontend operator of a high-risk Al-system shall ensure that operations of that Al-system are covered by liability insurance that is adequate

inrelationto the amounts and extent of compensation nrovided forin A es b and 8 of this B

services are covered by business liability or product liability insurance that is adequate in relation to the amounts and extent of compensation

provided for in Article 5 and 6 of this Regulation. If compulsory insurance regimes of the frontend or backend operator already in force pursuant to

other Union or national law or existing voluntary corporate insurance funds are considered to cover the operation of the Al-system or the provided
service, the obligation to take out insurance for the Al-system or the provided service pursuant to this Regulation shall be deemed fulfilled, as long
as the relevant existing compulsory insurance or the voluntary corporate insurance funds cover the amounts and the extent of compensation

provided for in Articles 5 and 6 of this Regulation. Civil Liability

5. This Regulation shall prevail over national liability regimes in the event of conflicting strict liability classification of Al-systems. Artificial Inte
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Softlaw v. Hardlaw!ll

Emerging technologies are moving targets.

They might become obsolete soon so that the hardlaw
therefor could become inoperative, too.

Hardlaw in an early stage of a certain emerging
technology might become over-deterrent and hinder
innovation which could save many people.

Thus, for current AI systems, flexible softlaw might
be more appropriate than rigid hardlaw.

However, softlaw’s drawback is lack of enforceablity.

Anyway, EU’s hardlaw proposals are at least worth
studying.

When we study them, we should consider, including,
but not limited to, reasonableness of the rules
proposed by EU, and acceptability of the values
esteemed by EU.
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Reasonableness: 12
Benefit/Probability Neglect

— “Fear” hinders reasonable thinking.

— Unscientific precautions are often taken due
to fear.

* E.g., sea or agricultural food products
caught or produced in Fukushima are refused
to be imported in some countries, even
though they are not radio active.

— “Fear” makes the people ignore the probability
element in the expected accident costs.

— “Fear,” also, makes the people ignore the
benefits of emerging technologies.

— Is the hardlaw proposed by EU reasonable in
each and every aspect?

See generally Cass R. Sunstein, Beyond the Precautionary Principle,
151 U. PA. L. REV. 1003 (2003).
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“Fear”

So, first of all, let me
assert my firm belief that
the only thing we have to
fear is fear itself—mameless,
unreasoning, unjustified
terror which paralyzes
needed efforts to convert
retreat into advance.

Franklin Roosevelt’s First Inaugural , .2
Address 7

&
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Risk Perceptions Differ.[EE

* Different regions have different
perceptions of risks.

— E.g., Nuclear risk might be
perceived as one of the highest
risks i1n Japan, while in EU and US
risk ranking thereof might be lower.

* Japan does not have to share the
European values in each and every
aspect.




E.g., Crush Optimization or |15

Derivative Trolley Problems

o,

Germany seems to adopt the so-called absolute deontology.

offset victims against one another. General programming to reduce the number of

personal injuries may be justifiable. Those parties involved in the generation of mobility
risks must not sacrifice non-involved parties. (emphasis added)

ETHICS COMMISSION

Federal Ministry of Transportation and

Digital Infrastructure, Ethics Commission,
Report, Automated and Connected
June 2017, at 11, L
https://www.bmvi.de/SharedDocs
1ons/report-ethics-
commaission.pdf? blob=publics
visited Nov. 22, 2021)(emphasis &
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https://www.bmvi.de/SharedDocs/EN/publications/report-ethics-commission.pdf?__blob=publicationFile

E.g., Crush Optimization or |16
Derivative Trolley Problems

1.6 No selection of humans, no offsetting of victims, but principle of damage
minimization

The modern constitutional state only opts for absolute prohibitions in borderline cases,
such as the ban on torture relating to persons in state custody.’ Regardless of the
consequences, an act is mandated or prohibited absolutely because it is intrinsically
already incompatible with the constitutive values of the constitutional order. Here, there
is, exceptionally, no trade-off, which is per se a feature of any morally based legal regime.
The Federal Constitutional Court‘s judgment on the Aviation Security Act ° also follows
this ethical line of appraisal, with the verdict that the sacrifice of innocent people in favour
of other potential victims is impermissible, because the innocent parties would be
degraded to mere instrument and deprived of the quality as a subject. This position is not
without controversy, either in constitutional law ° or ethically /, but it should be observed

by lawmakers. (emphasis added)

Id. at 18 (emphasis added).
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E.g., Crush Optimization or 17
Derivative Trolley Problems

However, the Ethics Commission refuses to infer from this that the lives of humans can be
offset* agai | f other | : o hat | It
permissible to sacrifice one person in order to save several others. It classifies the killing of
or the infliction of serious injuries on persons by autonomous vehicles systems as being
wrong without exception. Thus, even in an emergency, human lives must not be , offset”

A different decision may have to be taken if several lives are already imminently threatened
and the only thing that matters is saving as many innocent people as possible. In situations

is that which costs as few human lives as possible. Here, the Commission has not yet been

able to bring its discussions to a satisfactory end, nor has it been able to reach a consensus

in every respect. It thus suggests that in-depth studies be conducted.®  (emphasis added)
Id. at 18 (emphasis added).
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E.g., Crush Optimization or 18
Derivative Trolley Problems

FNATUREJZE 0 Moral Machine Experimentif3X %, 2017 German Ethics Commission Report& KR FEHF &

PREUATOEISEE: | ARTICLE

https:sfdnioarg /10,1038 /41 OG0 8.063 7.6

The Moral Machine experiment

JI_LJilql.lthll‘:':-'llglllll Subzan Dsowges!, Bichand Kim', Jonatban Schule®, Juseph Henrich®, Adm Sharic®, Jean Frangois Bonme oo’ &
Consider, as a case in point, the ethical rules proposed in 2017 by the
German Ethics Commission on Automated and Connected Driving [!. This
report represents the first and only attempt so far to provide official
guidelines for the ethical choices of autonomous vehicles. As such, it
provides an important context for interpreting our findings and their
relevance to other countries that might attempt to follow the German
example in the future. . . . . On the other hand, German Ethical Rule
number 9 does not take a clear stance on whether and when autonomous
vehicles should be programmed to sacrifice the few to spare the many,
but leaves this possibility open: it is important, thus, to know 'that
there would be strong public agreement with such proqrammlqg, even if
it is not mandated through requlation.

Jean Francois Bonnefon et al., The Moral Machine Experiment, 563 NATURE 59, 60 (Nowv. 1, 2018)(emphas1s
added).

\
l
11_
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E.g., Crush Optimization or 19
Derivative Trolley Problems

By contrast, German Ethical Rule number 9 also states that any
distinction based on personal features, such as age, should be
prohibited. This clearly clashes with the strong preference
for sparing the young (such as children) that is assessed
through the Moral Machine (see Fig. 2b for a stark
illustration: the four most spared characters are the baby,
the little girl, the little boy, and the pregnant woman). This
does not mean that policymakers should necessarily go with
public opinion and allow autonomous vehicles to preferentially
spare children, or, for that matter, women over men, athletes
over overweight persons, or executives over homeless persons—for
all of which we see weaker but clear effects. But given the
strong preference for sparing children, policymakers must be
aware of a dual challenge if they decide not to give a
special status to children: the challenge of explaining the
rationale for such a decision, and the challenge gg i
handling the strong backlash that will 1nev1tablv{gpcur the
day an autonomous vehicle sacrifices children in a dllemma B\
situation. Id. at 60 (emphasis added). 4

y
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E.g., Crush Optimization or 20
Derivative Trolley Problems

b Preference in favour of sparing characters
Stroller 4- & oo
Girl 4.
rence in favour of the choice on the right side BDy T
Preference for action Preference for inaction Pregnant A
Sparing passengers *k} Sparing pedestrians Male doctor 4.
h soamoromas Female doctor .

Sparing the large

i Sparing the fit Female athlete =

* Sparing higher status

—
Sparing males *

Sparing lower status

Executive female 1

Male athlete

Large woman -
Large man 4
Homeless - & - ovevviennn

Old man - oo

Old woman -y --eeeeeeeeinn
Dog 4.

Id. at 61 FlgS 2a & 2b. Criminal -4

Cat .

Sparing the unlawful E aring the lawful

Sparing the elderly h aring the young

Sparing fewer characters * aring more characters

Sparing pets K aring humans
+0. +0.
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E.g., Crush Optimization or 21
Derivative Trolley Problems

Fig. 2 | Global preferences. a, AMCE for each preference. In each row, AP
is the difference between the probability of sparing characters possessing
the attribute on the right, and the probability of sparing characters
possessing the attribute on the left, aggregated over all other attributes.

For example, for the attribute age, the probability of sparing young
characters is 0.49 (s.e. = 0.0008) greater than the probability of sparing
older characters. The 95% confidence intervals of the means are omitted
owing to their insignificant width, given the sample size (n = 35.2 million).
For the number of characters (No. characters), effect sizes are shown

for each number of additional characters (1 to 4; n; = 1.52 million,
n, = 1.52 million, n3 = 1.52 million, n4 = 1.53 million); the effect size for
two additional characters overlaps with the mean effect of the attribute. AV,
autonomous vehicle. b, Relative advantage or penalty for each character,
compared to an adult man or woman. For each character, AP is the
difference the between the probability of sparing this character (when
presented alone) and the probability of sparing one adult man or woman

(n = 1 million). For example, the probability of sparing a girl is 0.15 (s.e.

= 0.003) higher than the probability of sparing an adult man or woman.
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CBA: Cost-Benefit Analysis

 Hand Formula

B<PL - Negligence

B: Burden / P: Probability / L: Loss

e Untaken Precautions / RAD(*1)

(*1) a Reasonable Alternative Design

— Comparison of a RAD with the subject
design
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