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Recommendations

RECOMMENDATION 1
Avoid repeating misinformation
without including a correction.

The repetition of false claims increases belief in those claims,
a phenomenon known

s the illusory truth effect. People of

all ages are susceptible to illusory truth, even when they
already have relevant prior knowledge about thetopic. When

media sources, political elites, or celebrities repeat misinfor-

mation, their influence and repetition can perpetuate false
beliefs. Repeating mi

formation is necessary only when
actively correcting a falsehood. In these cases, the falsehood
should be repeated briefly, with the correction featured more
prominently than the falsehood itself

RECOMMENDATION 2

Collaborate with social media companies to
understand and reduce the spread of harmful
misinformation.

Most misinformation on social media is shared by very few
users, even during public health emergencies. These “super
spreaders” can play an outsized role in distributing misinfor
mation. Social media "echo chambers” bind and isolate
communities with similar beliefs, which aids the spread of
falsehoods and impedes the spread of factual corrections.

On social media, sensational, moral-emotional, and deroga

tory content about the “other side” can spread faster than
neutral or positive content. Scientists, policymakers, and

public health professionals should work with online platforms.

to understand and hamess the incentive ctures of social

media to reduce the spread of dangerous misinformation.

RECOMMENDATION 3

Use misinformation correction
strategies with tools already proven
to promote healthy behaviors.

Psychological science research shows that the link between
knowledge and behavior is imperfect. There is strong evi-
dence that curbing misperceptions can change underlying
health-related beliefs and attitudes, but it may not be suffi-
cient to change real-world behavior and decision-making
Correcting misinformation with accurate health guidal

vital, but it must happen in concert with evidence-based
strategies that promate healthy behaviors (e.g, counseling,
skills training incentives, soclal norms)

RECOMMENDATION 4

Leverage trusted sources to counter
misinformation and provide accurate
health information.

People believe and spread misinformation for many reasons
They may find it consistent with their social or political iden
tity, they may fail to consider its accuracy, or they may find
itentertaining or rewarding. These motivations are complex

and often interrelated. Attempts to correct misinformation

and reduce its spread are most successful when the infor-
mation comes from trusted sources and representatives,

including religious, political, and community leaders.
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RECOMMENDATION §
Debunk misinformation often and
using evidence-based methods.

Research shows that debunking misinformation is generally

effective across ages and cultures. However, debunking
doesn't always eliminate misperceptions completely
Corrections should feature prominently with the misinfor
mation so that accurate information is properly stored and
retrieved from memory. Debunking is most effective when
it comes from trusted sources, provides sufficient detad about
why the claim is false, and offers guidance on what is true
instead. Because the effectiveness of debunking fades over
time, it should be repeated through trusted channels and
evidence-based methods.

RECOMMENDATION 6
Prebunk misinformation to inoculate
ibl di by building skills

and resilience from an early age.

Instead of correcting misinformation after the fact, “prebunk-

ing” should be the first line of defense to build public resilience

to misinformation in advance. Studies show that psycholog-
ical inoculation interventions can help people identify indi-

vidual examples of misinformation or the overarching
techniques commonly used in misinformation campaigns.
Prebunking can be scaled to reach millions on social media
with short videos or messages, or it can be administered in
the form of interactive tools involving games or quizzes.
However, the effects of prebunking fade over time; regular

"boosters™ may be necessary to maintain resilience to mis-

information, along with media and digital literacy training,

https://www.apa.org/pubs/reports/health-misinformation

(F7

RECOMMENDATION 7

Demand data access and transparency
from social media companies for scientific
research on misinformation.

Efforts to quantify and understand misinformation on social
media are hampered by lack of access to user data from
social media companies. Misinformation interventions are
rarely tested in real-world settings due to a similar lack of
industry cooperation. Publicly available data offer a limited
snapshot of exposure, but they cannot explain population
and network effects. Researchers need access to the full
inventory of social media posts across platforms, along with
data revealing how algorithms shape what individual users
see. Responsible data sharing could use frameworks currently
in use to manage sensitive medical data. Policymakers and
health authorities should encourage research partnerships
and demand greater oversight and transparency from social
media companies to curb the spread of misinformation

RECOMMENDATION 8

Fund basic and translational research
into the psychology of health misinforma
including effective ways to counter it.

Severalinterventions have been developed to counter health
misinformation, but researchers have yet to compare their
outcomes, either alone or in combination. There is aneed to
understand which interventions are effective for specific
types of information: What works for one issue may not
translate to others. Ideally, these questions would be
answered by large-scale trials with representative target
audiences in real-world settings. Increased funding oppor-
tunities for psychological science research are needed to
address these important questions about digital life.
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FALSE HARMFUL * Misinformation
-0 + “False or incorrect information” (including human error).
R IR ¥R I A
» Disinformation (misinformation + intent)
: : ; : + “The purposeful spread of false or incorrect information with the explicit
Mis-Information Dis-Information Mal-information intent to cause harm or to confuse and deceive others”.

ot J ¢ age . e o oge
False Connection False Context Leaks « Political Propaganda (disinformation + political agenda)

(5 ] > Imposter Cont g & AP . Felh = % 2 ”
Misieading Content mposter Content Harossment « “Institutionalized or state-run public indoctrination campaigns”.
Manipuloted Content Hate speech

Fabricated Content

Misinformation Propaganda

. ’ “Fake News”

Disinformation

iz UNIVERSITY OF
% CA

"AMBRIDGE

Wardle, C., & Derakhshan, H. (2017). Information disorder: Toward an interdisciplinary  https://jrc.princeton.edu/sites/g/files/toruqf2471/files/van_der_linder_sander_princeton
framework for research and policymaking (Vol. 27, pp. 1-107). Council of Europe. _corr.pdf
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“Prebunking is not a one-size-fits-all solution to ending misinformation

”

Misinformation
Interventions

Individual-Level

Boosting Nudging Debunking Content labelling
| Prebunking & inoculation| « Accuracy primes * Fact-checking * Automated or
. rnitical thinking * Social-norms nudges and corrections manual labels

* Media literacy

System-Level

Algorithms Business Models Legislation (Geo)politics
+ Transparency and * Addressing ad-tech » Combatting online harms « Combatting bad
accountability measures * Supporting reliable news <+ Regulating tech platforms actors
media * Reducing polarisation

Roozenbeek, ., Culloty, E., & Suiter, ]. (2023). Countering misinformation: Evidence, Knowledge Gaps, and Implications of Current Interventions. European Psychologist, 28(3), 189-

205. https://doi.org/10.1027/1016-9040/a000492
www.oecd-forum.org/posts/prebunking-staying-ahead-of-the-curve-on-misinformation
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Harjani, T.,, Roozenbeek, ]., Biddlestone, M., van der Linden, S,

M~ j-— ~ » Stuart, A., Iwahara, M., Piri, B., Xu, R., Goldberg, B., & Graham, M.
/ l'— / (2022). A Practical Guide to Prebunking Misinformation.
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A Practical Guide
to Prebunking
Misinformation

- BEFEIESR (inoculation theory)
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1. Forewarning

1. &8 An effective rebuttal provid Y "~
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https://interventions.withgoogle.com/static/pdf/A_Practical_Guide_to_Prebunking_Misinformation.pdf
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From fake news to chaos!
bad are you? Get as many
followers as you can.
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BAD NEWS

This was the first-ever prebunking game. Itis a
choice-based browser game created by DROG and
the University of Cambridge in which players take on
the role of a fake news producer and learn to identify
and mimic six misinformation techniques (e.g. trolling,
conspiratorial reasoning, impersonation) over six levels.
Since then, several other games with similar premises
have been designed. Vi:

ame >

HARMONY SQUARE

Set in a peaceful community known for its pond swan
and annual Pineapple Pizza Festival, this game appoints
the player as the “Chief Disinformation Officer,” tasked
with polarizing the people of Harmony Square and using
trolling campaigns during political elections.

View game

BB TDICH VY IEH/E LS — A

2019£CISA "The War on
Pineapples ZJTlc LY+ UA

GO VIRAL!

This ¢

COVID-19(IcRE g 2RERIC T A —HRZEY

mec Tl —LI, 7 LA Y —(3BIABNICIRENL
P EBOEAVERFERNBELRLCOVTER
- Be 2BEAILILEFLIENh TV,

imprt

YTy IKEEWHODILEREH
(BB, RAVYEB., 75VREB)

con ER1B ﬁ%fﬁﬁ)%fc&)hﬁ& < {EHLNBDT7T0=ZvD

7:; D g- i LJ Impersonation

Spreading information as another

D A CHERD & 5 "Iiéﬁ’%r‘&) S8k
CEREEZED BDHITTIITH

@Fﬁsﬁvﬁ Emotional manipulation

OB L WY 7& c‘_’.’?&'| TR LEE
EfE->T RIBESIERI$TIE

— @ﬂ_’, Polarization
— Exaggerating existing differences

BED220D 7 IL—TEDENETE §EL ﬁt
DIN—T IR 2BEEIBED -1,
[F4] & o] W EEEHERT S

s ~ Conspiratorial ideation
(SECE i P
% = ﬁ Explaining events from traditional news
z- using alternative explanations that give

Za—ZAOUHRFEEHAT IR, WEEE
TEBEEF T - RTIL—THEE
LTW2 T 2ZEZ2EBRL-RBDOHA
“RW3
Ad hominem attack

@Alﬁzg Ad hominems, Latin for “to the person,”

target the individual making an argument
to take attention awav from the

FROMEHOEBEZ 5 L, AR
ICEREHT %)

B 1104 L GUILYE), U1y Lo @IS0 UE 611l S1y

irrelevant and used as a distraction tactic.

False dichotomy

%0) :ﬁ;‘f This is a type of logical fallacy that makes

it appear as if there are only two sides or
FORRICH LT EBRICIES < DFER
Hi?b‘%%k%?b‘/)‘b%‘f\ O LHEIRE
BEWHDE S ICRED T 2HEBEDERBD
—1&

False balance

Bn) SV Presenting a debate as having two

relatively balanced viewpoints that
Fmr, ERICE—ADERNZNEY
R— T BEHMNEEDICEZNCH D DD
5T, HBMICAT Y ZOENEZO0R
AL TWLWBADE S ITIRRT S

“NASA admitted that climate change occurs
naturally as a result of changes in Earth's solar orbit
and not anthropogenic factors.”

EXPLANATION: This example uses NASA as a way to increase
the credibility of the statement, even though NASA has never
made such a claim.

“What this airfline did for its passengers will make
you tear up — SO heartwarming.”

EXPLANATION: This example shows how information can be
presented to deliberately spark an emotional reaction to
promote clicking and sharing and reduce critical evakiation

“People’s Party: Don't believe the Worker Party
liars. They said they would abolish student debt yet
more people today are in debt than ever.”

EXPLANATION: This example uses hostile *othering” language
by describing another party as iars.

“Vaccines are just a way for billionaires to track
us with their microchip vaccines! Who's really in
control of our bodies here?”

EXPLANATION: This example encourages conspiratorial
ideation by claiming pecple are not in control, referring to a
mysterious group who is, in this case billionaires, and making
unsubstantiated claims.

“Barbara has an uncontrollable temper and
apparently a personality disorder too! We can't
have someone crazy in power.”

EXPLANATION: This example attacks characteristics of the
leader. instead of discussing their policies or leadership
decisions.

“Either you support the energy protests or you
don't believe in justice.”

EXPLANATION: This example positions two ideas as opposite
sides of a spectrum — making “supporting energy protests™
and “believing in justice” as opposites — when it is possible
to support both or neither at the same time. as well as many
other positions someone may take.

“Experts debate the shape of the earth. While
scientist Reece Chow has found the earth is
spherical, expert Rene Paul argues that the earth
is flat.”

EXPLANATION: In this example, despite consensus
amongst scientists that the earth is round, the placement
of an "expert” that supports a flat-earth theory gives the
argument more apparent support than it really has.
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EXAMPLES

VIDEO EXAMPLE:
FALSE DICHOTOMIES

30-9074

This video example — produced by
Jigsaw and Cambridge University —
uses culturally relevant examples to help
viewers understand and recognize the
use of false dichotomies in the spread
of misinformation.

o 4 00 3475 A R

#ThinkSateroSharin #ThinkEeteroSharing

o THE SIX THINGS CONSPIRACY NOBODY IS FREE
THEORIES HAVE IN COMMON OF BIASES AND FEARS

INFOGRAPHIC EXAMPLE:
COVID-19 CONSPIRACY THEORIES

© A'secret’ plot
This UNESCO infographic explains
conspiracy theories by using COVID-19
as an example.??

Limitations

Scalability: EiEE(F. 22D EEDRIER
cFIFF - TSYRITA—LATITSBERE
IN10Y RRYT 14 HDRE

HRISEBE & TENDERHN DD,
IBIR(C T DMMEZHRFIT DIHIC(I,
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%%%%rébtnRu-l-g-%M\gb\%é

Youtube TD 7« —JL RAE (Google
Jigsaw) T(&. BBN—ADFRHEREN
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“Prebunking is not a one-size-fits-all solution to ending misinformation”
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Misinformation
Interventions
Individual-Level
Boosting Nudging Debunking Content labelling
* Prebunking & inoculation + Accuracy primes Fact-checking * Automated or
* Critical thinking * Social-norms nudges and corrections manual labels

* Media literacy

[ @ b [ @ Centers for Disease Control and Prevention
CDC 24/7: Saving Lives, Protecting People™

Bust Myths and Learn the Facts about COVID-

19 Vaccines

Getting a COVID-19 vaccine is a safer and more dependable way to build
immunity to COVID-19 than getting sick with COVID-19.

System-Level
Algorithms Business Models Legislation (Geo)politics
« Transparency and * Addressing ad-tech * Combatting online harms « Combatting bad
accountability measures * Supporting reliable news <+ Regulating tech platforms actors
media * Reducing polarisation

FACT: COVID-19 vaccination causes a more predictable immune response than an
infection with the virus that causes COVID-19,

COVID-19 can cause severe illness or death. You can also continue to
bave oo salth issues after COVID-19 infection. Getting sick with
COVID-19 offers protection from future liness. This protection is

sometimes called "natural immunity”. The level of protection people get
from a COVID-19 infection may vary depending on how mild or severe
their iliness was, the time since their infection, and their age.

&

Getting a COVID-19 vaccine can provide added protection for peopie who already had COVID-19.

Roozenbeek, ., Culloty, E., & Suiter, ]. (2023). Countering misinformation: Evidence, Knowledge Gaps, and Implications of
Current Interventions. Furopean Psychologist 28(3), 189-205. https://doi.org/10.1027/1016-9040/2000492
www.oecd-forum.org/posts/prebunking-staying-ahead-of-the-curve-on-misinformation

Learn about whvy you should get vaccinated even if vou already had COVID-19.

https://www.cdc.gov/coronavirus/2019-
ncov/vaccines/facts.html
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LewandowsKy, S., Cook, ], Ecker, U. K. H., Albarracin, D., Amazeen, M. A., Kendeou, P., Lombardi, D., Newman, E. ]., Pennycook, G., Porter, E. Rand, D. G., Rapp, D. N., Reifler, ]., Roozenbeek, ]., Schmid,
P., Seifert, C. M., Sinatra, G. M., Swire-Thompson, B., van der Linden, S., Vraga, E. K., Wood, T. ., Zaragoza, M. S. (2020). The Debunking Handbook 2020. Available at https://sks.to/db2020.
DO0I:10.17910/b7.1182
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Misinformation can do damage oi.org/ /cs

Misinformation is false information that is spread either by mistake or with intent to

mislead. When there is intent to mislead, it is called disinformation. Misinformation has
the potential to cause substantial harm to individuals and society. It is therefore important ,l- *E }% %:I: -l-jJ %
to protect people against being misinformed, either by making them resilient against a1 1H X
misinformation before it is encountered or by debunking it after people have been exposed.

(continued influence effect of misinformation)

Misinformation can be sticky! o « BRDTHD C}E}Eéntb\égt%%uj t’féﬁ nn'liﬂi%{n
FEEEEETS CHEIT20. SRIEROBBEZ RIS 2 0ERR

Fact- checkmg (an radiirs nannla’e haliofe in falea infarmatinn Hawavar micinfarmatinn

often continues T7ONFIVIIEIANLDREBADESZRIESEZ, 727701
correction—thi ETE%%U)\*U‘:@:’C“%\ LERIZLIELIEAL DZEZ ?7%75_’

S S =0 = NEEER | — YH s ph = == o~
scems efecive. SABIBZEND Y, T [BERISHAR) & L TN « SJIEIBIRICEERNES 2D TLTH, FTEBHROAR
bt —people 3 FEI-LSTEAPRICHEL SR TH, s =58 (Gith) LTWTBEDS.
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Prevent misinformation from sticking if you can [
178 ]
Because misinformation is sticky, it's best preempted. This can be achieved by explaining R
misleading or manipulative argumentation strategies to people—a technique known
as “inoculation” that makes people resilient to subsequent manipulation attempts. A [ BRRE ]
potential drawback of inoculation is that it requires advance knowledge of misinformation o .
techniques and is best administered before people are exposed to the misinformation. >< BRI
) (BAOBPESEORS - 65 - EE) (
B Y °
Debunk often and properly L - B
e ~ 55 - BOHLE @
If you cannot preempt, you must debunk. For debunking to be effective, it is important o -~ ~
to provide detailed refutations**. Provide a clear explanation of (1) why it is now clear 0 (188 W
that the information is false, and (2) what is true instead. When those detailed refutations . - J

are provided, misinformation can be “unstuck” Without detailed refutations, the

D) ICTH#ABE TOWBORT

—
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N

misinformation may continue to stick around despite correction attempts.

Lewandowsky, S., Cook, ]., Ecker, U. K. H., Albarracin, D., Amazeen, M. A, Kendeou, P., Lombardi, D., Newman, E. ]., Pennycook, G., Porter, E.
Rand, D. G, Rapp, D. N,, Reifler, ]., Roozenbeek, ]., Schmid, P., Seifert, C. M,, Sinatra, G. M., Swire-Thompson, B., van der Linden, S., Vraga, E.
K., Wood, T. ], Zaragoza, M. S. (2020). The Debunking Handbook 2020. Available at https://sks.to/db2020. DOI:10.17910/b7.1182
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BEERFEREIR (illusory truth effect)
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Ecker, U. K. H., Lewandowsky, S., Swire, B., & Chang, D. (2011).
Correcting false information in memory: Manipulating the
strength of misinformation encoding and its retraction.
Psychonomic Bulletin and Review, 18(3), 570-578.
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Misinformation
Interventions

~

P ’_—b Individual-Level ==
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4
Boosting 4 Nudging Debunking \\ Content labelling
* Prebunking & inoculation ll Accuracy primes * Fact-checking \ * Automated or
* Critical thinking 4 Social-norms nudges and corrections | manual labels
* Media literacy \ I
\ I
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\~~ ’,,
-~ I System-Level l4" -
Algorithms Business Models Legislation (Geo)politics
« Transparency and * Addressing ad-tech * Combatting online harms +« Combatting bad
accountability measures * Supporting reliable news <+ Regulating tech platforms actors
media * Reducing polarisation

Roozenbeek, ., Culloty, E., & Suiter, ]. (2023). Countering misinformation: Evidence, Knowledge Gaps, and Implications of Current Interventions. European Psychologist, 28(3), 189-

205. https://doi.org/10.1027/1016-9040/a000492
www.oecd-forum.org/posts/prebunking-staying-ahead-of-the-curve-on-misinformation
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Robert Epstein, Ronald E. Robertson, David Lazer, and Christo
Wilson. 2017. Suppressing the Search Engine Manipulation
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