
 

   
 

Annex 3 

Advancing the Outcomes of the Hiroshima Artificial Intelligence 

Process (HAIP) 

We remain committed to advancing the outcomes of the HAIP, launched at the G7 Leaders’ Summit 

in May 2023 under Japan’s G7 Presidency, to promote the safe, secure, and trustworthy 

development, deployment, and use of advanced AI systems. We reiterate our commitment to the 

Framework with its Principles and Code of Conduct to maximize the benefits of the technology 

while mitigating its risks, for the good of all worldwide, including in developing countries and 

emerging economies with a view to closing digital divides and achieving digital inclusion.  

Building on the progress made under the leadership of the Japanese G7 Presidency, we welcome 

the following key actions to advance the outcomes of the HAIP, in particular to facilitate the 

dissemination, adoption, and application of the Principles and Code of Conduct among key partner 

countries, including from developing countries and emerging economies, and organisations. We 

plan to work together with the support of the OECD and informed by other stakeholders, 

organisations, and initiatives as relevant, such as UNESCO and GPAI, to advance these actions.  

• Promote the dissemination of the Principles and the Code of Conduct and broaden the 

involvement of key partners and organizations, including through awareness-raising 

events, information sharing, multi-stakeholder engagement and input, and an online 

resource on the achievements of the HAIP.  

• Identify, develop, and introduce appropriate tools and mechanisms for monitoring the 

application of the Code of Conduct by organisations that will commit to these outcomes on 

a voluntary basis in order to foster accountability in the development of advanced AI 

systems and understand the impact and effectiveness of the Code of Conduct.  

• Continue collaboration on project-based cooperation with the OECD, GPAI, and UNESCO, 

through the Global Challenge and other potential opportunities, to explore measures and 

practices to counter disinformation, transparency challenges, and other challenges related 

to advanced AI systems.  

 

  


