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はじめに 

本報告書は、令和6年度に発生した電気通信事故について、電気通信事故検

証会議（以下「本会議」という。）において、電気通信事故の再発防止に寄与

することを目的として検証を行った内容等を取りまとめたものである。 

 

令和6年度も本会議等では、主に、①電気通信事業法1第28条に基づく電気通信

事業法施行規則2第58条第2項に定める重大な事故（以下、「電気通信事業法施行

規則第58条第2項に定める事故」3という。）に係る報告の分析・検証、②電気通

信事業法第28条に基づく電気通信事業法施行規則第58条の2に定める重大な事

故が生ずるおそれがあると認められる事態（以下、「電気通信事業法施行規則第

58条の2に定める事態」4という。）に係る報告の分析・検証、③電気通信事業報

 
1 昭和 59 年法律第 86 号 
2 昭和 60 年郵政省令第 25 号 
3 電気通信事業法施行規則第 58 条第 2 項に定める事故とは、以下のいずれかの要件に該当する
事故をいう。 
①電気通信設備の故障により電気通信役務の提供を停止又は品質を低下させた事故で、次の基
準に該当するもの 
一 緊急通報を取り扱う音声伝送役務：継続時間 1 時間以上かつ影響利用者数 3 万以上のも

の 
二 緊急通報を取り扱わない音声伝送役務：継続時間 2 時間以上かつ影響利用者数 3 万以上

のもの又は継続時間 1 時間以上かつ影響利用者数 10 万以上のもの 
三 セルラーLPWA（無線設備規則第 49 条の 6 の 9 第 1 項及び第 5 項又は同条第 1 項及び第

6 項で定める条件に適合する無線設備をいう。）を使用する携帯電話（一の項又は二の項に
掲げる電気通信役務を除く。）及び電気通信事業報告規則（以下「報告規則」という。）第
1 条第 2 項第 18 号に規定するアンライセンス LPWA サービス：継続時間 12 時間以上かつ影
響利用者数 3 万以上のもの又は継続時間 2 時間以上かつ影響利用者数 100 万以上のもの 

四 利用者から電気通信役務の提供の対価としての料金の支払を受けないインターネット
関連サービス（一の項から三の項までに掲げる電気通信役務を除く）：継続時間 24 時間以
上かつ影響利用者数 10万以上のもの又は継続時間 12時間以上かつ影響利用者数 100万以
上のもの 

五 一の項から四の項までに掲げる電気通信役務以外の電気通信役務：継続時間 2 時間以上
かつ影響利用者数 3万以上のもの又は継続時間 1時間以上かつ影響利用者数 100 万以上の
もの 

②衛星、海底ケーブルその他これに準ずる重要な電気通信設備の故障の場合は、その設備を利
用する全ての通信の疎通が 2 時間以上不能であるもの 

4 電気通信事業法施行規則第 58 条の 2 に定める事態とは、以下のいずれかの要件に該当する事
故をいう。 
一 次のいずれにも該当する事態 

イ 事業用電気通信設備（前年度末において 3 万以上の利用者に電気通信役務を提供する

電気通信事業者が設置したものに限る。）に係るもの 

ロ 二以上の都道府県の区域にわたって提供される電気通信役務に係る電気通信設備に係

るもの 

ハ 端末設備又は端末系伝送路設備以外の電気通信設備に係るもの 

ニ 次に掲げる機能のいずれかを有する電気通信設備に係るもの 

（1）伝送機能 

（2）交換機能 

（3）電気通信設備の制御機能（仮想化した機能を制御するための機能を含む。） 

（4）電気通信設備の運用、監視又は保守に係る機能 

（5）通信の接続又は認証に係る加入者管理機能 
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告規則5第7条の3に定める四半期ごとに報告を要する事故（以下「電気通信事業

報告規則第7条の3に定める事故」6という。）に係る報告の分析・検証を行った。 

 

①については、原則として電気通信事業法施行規則第58条第2項に定める事故

を発生させた電気通信事業者に対して本会議への出席を要請し、これらの事業

者から報告7の内容に沿って内容等の説明を受け、質疑応答を行った上で、構成

員間で事故の検証及び教訓等の整理を行った。 

 

②については、総務省から電気通信事業法施行規則第58条の2に定める事態の

報告8の内容に沿って内容等の説明を受け、質疑応答を行った上で、構成員間で

事態の検証及び教訓等の整理を行った。 

 

③については、総務省から説明を受け、電気通信事故の全体的な発生状況の確

認等を行った。 

 

本報告書の取りまとめに当たっては、各事業者の機密情報の取扱い等に留意

しつつ、本会議の検証結果が事故発生の当事者である事業者のみならず、他の事

業者の今後の取組にも反映されるよう、できる限り一般化し、わかりやすい記述

に努めた。 

 

ホ 次のいずれかに該当するもの 

（1）電気通信設備の機能に支障を生じ、当該設備の運用を停止しようとしたにもかかわら

ず当該設備の運用を停止することができなかつた事態 

（2）電気通信設備の故障等の発生時に、そのことを速やかに覚知できず、当該設備の機能

を代替することとなっていた予備の電気通信設備（当該予備の電気通信設備の機能を代

替することとなっていた予備の電気通信設備を含む。）へ速やかに切り替えることがで

きなかつた事態 

（3）事業用電気通信設備規則第九条又は第十六条の四の規定にかかわらず、電気通信設備

の転倒又は電気通信設備の構成部品の脱落が生じた事態 

（4）事業用電気通信設備規則第十三条の規定にかかわらず、電気通信設備を収容し、又は

設置する通信機械室、通信機械室に代わるコンテナ等の建造物及びとう道において、発

火、発煙又は焼損が生じた事態 

（5）電気通信役務を提供する電気通信事業者が意図しない利用者の端末からの電気通信

回線設備への接続の要求を認証し、当該端末が電気通信回線設備に接続された事態 

ヘ 次のいずれにも該当しないもの 

（1）当該事態の発生があらかじめ計画されていた事態 

（2）電気通信設備の設計仕様の範囲内の挙動である事態 

（3）自然災害に起因する事態（ホ（3）に該当する事態を除く。） 

二 衛星、海底ケーブルその他これに準ずる重要な電気通信設備に深刻な機能低下が発生し、

又は重大な損傷が生じた事態 
5 昭和 63 年郵政省令第 46 号 
6 電気通信事業報告規則第 7 条の 3 に定める事故とは、以下のいずれかに該当する事故をいう。 
①電気通信設備の故障により電気通信役務の提供を停止又は品質を低下させた事故で、影響利
用者数 3 万以上又は継続時間 2 時間以上のもの 

②電気通信設備以外の設備の故障により電気通信役務の提供に支障を来した事故で、影響利用
者数 3 万以上又は継続時間が 2 時間以上のもの 

7 電気通信事業法施行規則（以下「施行規則」という。）第 57 条に基づく報告書 
8 施行規則第 57 条第 2 項に基づく報告書 
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なお、本会議による検証は、事故の責任を問うために行うものではないこと

を付言しておく。 

 

1．令和 6年度事故検証案件の概要 

（1）電気通信事故発生状況 

令和6年度に発生した電気通信事業法施行規則第58条第2項に定める事故につ

いては、表1のとおり、6件であり、前年度の18件から12件減少した。また、電気

通信事業法施行規則第58条の2に定める事態は5件であり、前年度の4件から1件

増加した。加えて、電気通信事業報告規則第7条の3に定める事故（詳細な様式に

よる報告分）の報告件数は6,713件と、前年度の7,257件から544件減少した。 

 

（表1）令和6年度に報告された電気通信事故 

 報告事業者数 報告件数 

電気通信事業法施行規則

第58条第2項に定める事故
※1 

9社  

  （16社） 

6件  

（18件） 

電気通信事業法施行規則

第58条の2に定める事態※1 

4社  

（5社）  

5件  

（4件） 

電気通信事業報告規則第7条の3に定める事故※2 

 詳細な様式による報告9 

 
130社  

（157社） 

6,713件  

（7,257件） 

簡易な様式による報告10 25社  

（23社） 

81,414件  

（66,440件） 

（括弧内は令和5年度の数値。） 

 
※1   卸役務に関する事故については、報告事業者数として卸提供元事

業者及び卸提供先事業者を個別に計上する一方、報告件数として
は1件に集約して計上している。 

※2  卸役務に関する事故については、報告事業者数、報告件数ともに
卸提供元事業者及び卸提供先事業者を個別に計上している。 

  

 
9 電気通信事業法施行規則第 58条第 2項で定める事故及び電気通信事業法施行規則第 58 条の 2
で定める事態の一部（電気通信設備以外の設備の故障により電気通信役務の提供に支障を来し
た事故で、影響利用者数 3 万以上又は継続時間が 2 時間以上のもの。）の報告も含めて計上され
ている。 
また、令和 5 年度以前の電気通信事故の発生状況は以下の総務省ホームページに掲載。 
https://www.soumu.go.jp/menu_seisaku/ictseisaku/net_anzen/jiko/result.html 

10 ①無線基地局、②局設置遠隔収容装置又はき線点遠隔収容装置及び③デジタル加入者回線ア
クセス多重化装置の故障による事故については、報告規則第 7 条の 3 第 1 項の規定に基づく告
示により、簡易な様式による報告が認められている。 

https://www.soumu.go.jp/menu_seisaku/ictseisaku/net_anzen/jiko/result.html
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（2）電気通信事業法施行規則第 58 条第 2項に定める事故の発生状況 

ア 発生件数 

令和6年度に発生した電気通信事業法施行規則第58条第2項に定める事故は表

2のとおり6件と、前年度の18件から12件減少している。主な事例は、メンテナン

ス作業の手順書の誤りによるもの、不具合情報の把握不足によるもの、ソフトウ

ェアのバグによるものであった。また、同事故の発生件数の推移は、図1のとお

り、令和元年度から令和5年度にかけては増加傾向にあったが、令和5年度から令

和6年度にかけて減少している。 

 

（表2）令和6年度に発生した電気通信事業法施行規則第58条第2項に定める事

故の一覧 

No 事業者名 発生日時 継続時間 
影響 

利用者数等 
主な 

障害内容 

電気通信事
業法施行規
則第58条第2
項に定める
事故に該当
する電気通
信役務の区

分※1 

1 

ソフトバ
ンク株式
会社 
 
株式会社
日本デジ
コム 

令和6年4
月16日 
1時30分 

復旧未完

了（令和 6

年 8月 31日  
サービス
終了）  

ソフトバン
ク：最大
12,056回線 
 
日本デジコ
ム：最大
2,417回線 

ソフトバン

ク： 

衛星電話に

おいて音声

通話、

SMS、デー

タ通信が利

用不可 

 

日本デジコ

ム： 
音声通話、
データ通信
が利用不可 

2 電気通信
事業者が設
置した衛星、
海底ケーブ
ルその他こ
れに準ずる
重要な電気
通信設備の
故障により、
当該電気通
信設備を利
用する全て
の通信の疎
通が二時間
以上不能と
なる事故 

2 
楽天モバ
イル株式
会社 

①令和6年
4月19日 
12時33分 
 
②令和6年
4月19日 
15時25分 

①52分 
 
②35分 

① 
緊急通報：
最大約170
万人 
データ伝
送：最大約
96万人 
 
② 
緊急通報：
最大約160
万人 

音声通信サ
ービス及び
データ通信
サービスが
利用できな
い又は利用
しづらい事
象が発生 

一  緊急通
報を取り扱
う音声伝送
役務 
 
二  緊急通
報を取り扱
わない音声
伝送役務 
 
五  一の項
から四の項
までに掲げ
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データ伝
送：最大約
17万人 

る電気通信
役務以外の
電気通信役
務 

3 
ニフティ
株式会社 

令和6年6
月25日 
20時14分 

3時間 43分  
最大6.2万
人 

Webメール

の利用不可 

五  一の項
から四の項
までに掲げ
る電気通信
役務以外の
電気通信役
務 

4 
スカパー
JSAT株式
会社 

令和6年9
月6日 
3時56分 

3時間 2分  92社 
衛星通信回
線の利用不
可 

2 電気通信
事業者が設
置した衛星、
海底ケーブ
ルその他こ
れに準ずる
重要な電気
通信設備の
故障により、
当該電気通
信設備を利
用する全て
の通信の疎
通が二時間
以上不能と
なる事故 

5 
フリービ
ット株式
会社 

令和6年 
10月28日 
15時55分 

3時間 20分  
最大約27.4
万人 

データ通信
の利用不可 

五  一の項
から四の項
までに掲げ
る電気通信
役務以外の
電気通信役
務 

6 

株式会社
NTTドコ
モ、
SORACOM 
CORPORATI
ON, LTD.
及び株式
会社MIXI 

ドコモ： 
令和6年12
月6日 1時
8分 
 
SORACOM： 
令和6年12
月6日 1時
10分 
 
MIXI： 
令和6年12
月6日 1時
10分 

ドコモ： 
34時間10分 
 
SORACOM： 
34時間50分 
 
MIXI： 
34時間50分 

ドコモ： 
2事業者 
 
SORACOM： 
最大

141,737回

線 
 
MIXI： 
・影響回線
数：
139,173回
線 
・影響契約
数：

ドコモ： 
一部海外事
業者向け通
信において
新規接続が
不可 
 
SORACOM： 

仮想移動電

気通信サー

ビスの一部

回 線 に 関

し、接続が

不可 

三  セルラ
ーLPWA（無線
設備規則第
49条の 6の 9
第1項及び第
5項又は同条
第1項及び第
6項に定める
条件に適合
する無線設
備をいう。）
を使用する
携帯電話（一
の項又は二
の項に掲げ
る電気通信
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105,700契
約 

 

MIXI： 

一部端末に

て、位置情

報測位デー

タのサーバ

にアップロ

ードが不可 

役 務 を 除
く。）及び電
気通信事業
報告規則第1
条第2項第18
号に規定す
るアンライ
セ ン ス LPWA
サービス 
 
五  一の項
から四の項
までに掲げ
る電気通信
役務以外の
電気通信役
務 

※1「電気通信事業法施行規則第 58条第 2項に定める事故に該当する電気通信

役務の区分」については、P.1 脚注 3を参照。 

 

 

 
（図 1）電気通信事業法施行規則第 58条第 2項に定める事故発生件数の推移 
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イ 電気通信事業法施行規則第 58条第 2項に定める事故の概要 
 

（ア）ソフトバンク株式会社及び株式会社日本デジコムの電気通信事業法施行

規則第 58条第 2項に定める事故 

事業者名 
ソフトバンク株式会社 

株式会社日本デジコム 
発生日時 令和6年4月16日 1時30分 

継続時間 

復旧未完了  

（令和 6年 8月 31日  

サービス終了）  

影響 

利用者数 

【ソフトバンク】 
最大12,056回線 
 
【日本デジコム】 
最大2,417回線 

影響地域 
日本を含むアジア・太平

洋地域 

事業者への 

問合せ件数 
【ソフトバンク】643件 
【日本デジコム】256件 

障害内容 
衛星通信サービスにおいて、音声通話、SMS、データ通信が利用

できない。 

電気通信事

業法施行規

則第58条第

2項に定め

る事故に該

当する電気

通信役務の

区分 

2 電気通信事業者が設置した衛星、海底ケーブルその他これに準
ずる重要な電気通信設備の故障により、当該電気通信設備を利用す
る全ての通信の疎通が二時間以上不能となる事故 

発生原因 
Thuraya-3衛星における設備故障。故障原因については、米国貿

易安全保障により開示不可。 

機器 

構成図 

＜正常時の動作＞ 
【ソフトバンク】 
衛星局は地上局との間で通信データの送受信を行い、地上局で受

信した通信データは、音声GWやパケットGWを通じて音声通話やSMS、
データ通信を行う。 
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【日本デジコム】 
衛星端末が、スラーヤ衛星Thuraya-3を通じて、ネットワークに接

続されている。 

 
＜事故発生時時の動作＞ 
【ソフトバンク】 
Thuraya-3衛星局における設備故障により通信の全断が発生した。 

 
【日本デジコム】 
スラーヤ衛星Thuraya-3内で不具合が発生し、衛星端末が接続で

きない状態となった。 

 

再発 

防止策 

‐ 
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情

報

周

知 

自社 

サイト 

【ソフトバンク】 
〇障害発生の周知 
（定期的（4/16（火）～4/19（金）までは夜間を除き 1 時間ごとに

更新、4/20（土）～4/26（金）は 1 日 2 回更新、4/27（土）以降は

平日のみ 1日 1回更新）に更新を実施） 
 
・ 4/16（火）2:12 

障害の初報をホームページに掲載 

（https://www.softbank.jp/） 
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（https://www.softbank.jp/mobile/info/personal/important/202

40416-01/） 

 

 

 

 

 



-11- 

 

・ 4/19（金）15:01 

料金減免についてホームページに掲載

（https://www.softbank.jp/mobile/info/personal/important/202

40416-01/） 

 
 

・ 4/25（木）18:02 

障害の復旧見通し（長期間の支障継続）についてホームページに掲

載

（https://www.softbank.jp/mobile/info/personal/important/202

40416-01/） 
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〇サービス終了に向けた対応の周知 
・ 8/1（木） 
サービス終了と代替サービスについてホームページに掲載 
（ https://www.softbank.jp/mobile/info/personal/news/product/
20240801a/） 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



-13- 
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【日本デジコム】 
〇障害発生の周知 
・ 4/16（火）～ 7/30（火） 
障害状況についてホームページに掲載 
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・ 7/31（水） 
8月末のサービス終了についてホームページに掲載 

 
〇料金減免の周知 
・ 4/24（水） 
月額基本料を日割りで減免する旨をホームページに掲載 
 
〇代替サービスの周知 
・ 6/26（水） 
代替サービス受付サイトをホームページに開設 
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その他 

【ソフトバンク】 
 
〇障害発生の周知 
【SNSによる周知】 
・ 4/16（火）8:47 
障害発生について通知 
（https://twitter.com/SoftBank/status/1780020031948272011） 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
【担当営業による周知】 
・ 4/17（水）以降 
担当営業のついている法人顧客へ、担当営業より障害の発生状況に
ついて説明 
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【DMによる周知】 
・ 4/30（火）～5/23（木） 
個人顧客及び担当営業のついていない法人顧客へ、DMにより障害の
発生状況について通知 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
〇サービス終了に向けた対応の周知 
【担当営業による周知】 
・ 7/12（金）～ 7/31（水） 
担当営業のいる法人顧客に対して以下について説明 

・ サービス終了日、サービス終了に至った経緯 
・ 他社による代替サービスの紹介 
・ 端末代金の返金、割賦分割の免除 
 
 
 



-19- 

 

【DMによる周知】 
・ 7/26（金）～ 7/29（月） 
個人顧客及び担当営業のついていない法人顧客へ、DMによりサービ
ス終了に関する説明及び代替サービスの紹介を実施 
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【日本デジコム】 
〇障害発生の周知 
【担当営業による周知】 
・ 障害の申告があった顧客に対して、担当営業から個別に状況を説

明 
・ 船舶用端末使用顧客と小型遊漁船に対して、担当営業から個別に

状況を説明 
 
【代理店による周知】 
・ 代理店経由で販売した顧客に対して、代理店から個別に状況を説

明 
 
【DMによる周知】 
・ 5/31（金） 
障害継続中であり復旧の目処が立たない旨を文書にて通知 
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〇サービス終了についての周知 
【代理店及び営業担当による周知】 
・ 代理店経由で販売した顧客には、代理店から電話で個別案内を行

い、その後担当営業が訪問して経緯と代替サービスについて説明 
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【DMによる周知】 
・ 7/29（月） 
8月末のThurayaサービス終了について文書にて通知 

 
 
〇料金減免の周知 
【DMによる周知】 
・ 5/31（金） 
月額基本料を日割りで減免する旨を文書にて通知 
 
〇代替サービスの周知 
【担当営業による周知】 
・ 5/16（木） 
船舶用端末使用顧客12隻に、代替機（イリジウム）無償提供の案内
を開始 
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・ 5/21（火） 
携帯端末を使用する小型遊漁船11隻に、復旧までの代替機（インマ
ルサット）の無償レンタルの案内を開始 
 
【DMによる周知】 
・ 6/26（水） 
代替サービスについて文書にて通知 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
・ 7/29（月） 
8月末のThurayaサービス終了の通知に伴い、代替サービスについて
も周知（文書については、【DMによる周知】における7/29（月）「【重
要】スラーヤ衛星電話サービス終了のお知らせ」を参照） 
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（イ）楽天モバイル株式会社の電気通信事業法施行規則第 58条第 2項に定め

る事故 

事業者名 楽天モバイル株式会社 発生日時 

① 令和6年4月19日（金）
12時33分 

② 令和6年4月19日（金）
15時25分 

継続時間 
①  52分  

②  35分  

影響 

利用者数 

① 【緊急通報を取り扱う
音声伝送役務】最大約
170万人 
【データ伝送役務】最
大約96万人 

② 【緊急通報を取り扱う
音声伝送役務】最大約
160万人 
【データ伝送役務】最
大約17万人 

影響地域 西日本エリア 
事業者への 

問合せ件数 

3,770件※（電話：2,141

件、チャット：1,629件） 
※障害関係外の問合せ含む総件

数。 

障害内容 
一部の利用者において、音声通信サービス及びデータ通信サービ

スが利用できない又は利用しづらい事象が発生した。 

電気通信事

業法施行規

則第58条第

2項に定め

る事故に該

当する電気

通信役務の

区分 

一 緊急通報を取り扱う音声伝送役務（6 携帯電話） 
二 緊急通報を取り扱わない音声伝送役務（35 1～34 以外の役務

（本区分に関連するもの）） 
五 一の項から四の項までに掲げる電気通信役務以外の電気通信役

務（18 三・九-四世代移動通信アクセス―サービス、19 第五世
代移動通信アクセスサービス） 

発生原因 

＜発生原因の概要＞ 
■1回目の事故について 
① 設備担当技術者が、ベンダ側で把握した当該ベンダ製品の不具

合に関するリスク調査のためのコマンド（以下「特定コマン
ド」という。）が含まれたスクリプトを実行した。当該コマン
ドは装置情報参照に用いられていることから、ネットワークに
は影響を与えないと考え、楽天モバイル社のネットワーク構成
で検証せずに当該スクリプトを実行してしまった。その結果、
未知のバグの発生により、西日本セントラルデータセンター
（以下「西日本CDC」という。）内のFabric1でデータセンター
スイッチ（Spine1）に搭載されていた全てのファブリックモジ
ュール（以下「FM」という。）が順次再起動した。 

② FMが全て機能停止又は再起動中となり、冗長構成へ経路変更が
行われる予定だったが、想定の仕様と異なっていたため経路変
更が行われず、基地局が停波し、通信機能が停止した。 

③ 当該Fabric1が自動で再起動したことで、基地局が自動復旧（基
地局が自動的かつ正常にMMEへ再接続）した。その後、設備再起
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動により、携帯電話端末からの再接続要求が高水準で推移した
ことでふくそうが継続したが、障害時緊急モード（PCRFスキッ
プ）が自動で作動したことで、SPGWが自動で復旧し、一時復旧
した。 

④ Fabric1のSpine2でも同理由により、同様の再起動が発生し、一
部基地局の動作が不安定になったが、自動的にMMEに再接続され
ることで復旧した。その後、再接続要求の増加によりふくそう
は続いたが、障害時緊急モードの自動発動に加え、手動でのMME
の切り離しも行った結果、ふくそうが解消し、障害から復旧し
た。 
 

■2回目の事故について 
① 当該設備担当技術者が特定コマンドを含むスクリプトの実行に

よるネットワークへの影響を認識しないまま、当該スクリプトを
繰り返し実行してしまったため、1回目の事故と同じ理由で
Fabric2のSpine1が同様に再起動してしまい、一部基地局の動作
が不安定になったが、その後基地局が自動的にMMEに再接続にさ
れ、復旧した。 

② 再接続要求の増加によりふくそうは続いたが、障害時緊急モー
ドが自動で発動し解消した。 

 

機器 

構成図 

＜電気通信設備構成概要（論理構成）＞ 
・ 全ての基地局は、それぞれ、全国計4つのMMEに接続している。 
・ 西日本エリアの利用者は、西日本CDCに優先して接続されること

から、通常は西日本CDCの設備配下に接続されている。 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
MME（Mobility Management Entity）:移動管理装置 
SPGW（Serving/PDN Gateway）:パケット交換向けゲートウェイ装置 
PCRF（Policy and Charging Rule Function）:ポリシ制御装置 
DRA（Diameter Routing Agent）:信号交換装置 
OCS（Online Charging System）:課金制御装置 
Gx:PCRF-SPGW間インタフェース 
○西日本CDC 
・ 西日本CDCは数千のサーバによって構成され、それらのサーバは
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複数のFabricによって区切られている。 
・ データセンタースイッチ（Spine）とは、ラックスイッチ間など

の通信を集中的に中継する装置であり、筐体内には通信中継を行
う主要な機能としてLine CardおよびFMで構成されている。 

・ Line Cardは、ラックスイッチ等との物理的な通信インタフェー
スを提供する。 

・ FMは、各Line Cardと接続され、通信の中継機能を提供する。 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
＜正常時動作＞ 
不具合に関する楽天モバイル(株)環境向け構成でのリスクの詳細

調査を行うため、当該調査には必要だが通常監視業務においては実
行することのない特定のコマンドが含まれたスクリプトを実行する
と、正常に動作すれば、ネットワークには影響を与えず、リスクの
詳細調査に必要な情報が表示されるだけの予定であった。 
 

＜事故発生時の動作＞ 
リスクの詳細調査過程で、意図せずFMの再起動を引き起こす特定

コマンドがスクリプトを通して実行され、該当コマンドが特定のハ
ードウェアでのみ発生させる未知のバグによりFM内でエラーが発生
した。 
その後FM1からFM5が順次再起動し、FM5停止からFM1再起動完了ま

での間、Spineが通信転送能力を喪失し、一度に大量のポリシ確認
要求が発生したため、PCRFがふくそうし、ポリシ確認要求と、QoS
確立要求に対してふくそうによるエラーが返送された。 
そして、端末で引き続き当該処理の再送を行っていることから、

1回目の事故では、PCRFとMMEの自動または手動での切離しを行うま
で、2回目の事故ではPCRFの自動切離しを行うまで、ふくそうが継
続した。 
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再発 

防止策 

＜暫定措置＞ 
・ 特定コマンドを含むスクリプトの実行禁止 

【令和6年4月20日 完了】 
・ 装置情報参照に関するコマンドに関する作業届提出の義務化 

【令和6年4月20日 完了】 
＜恒久措置＞ 
・ 監視・運用業務の際に、特定コマンドが詳細調査に必要な場合、

同ハードウェア・ソフトウェア環境での試験を実施 
【令和6年5月8日 完了】 

・ 監視・運用業務の際に特定コマンドを実行する場合、実行者によ
るアラーム監視を徹底（作業手順書の作成方針への組込み） 

【令和6年4月30日 完了】 
・ Fabric Moduleの再起動（5枚共）が順次起き、5枚「すべてが故

障した」場合に加えて、「故障または起動中」の状態となった場
合にも冗長構成への経路変更が動作するようソフトウェアの動作
変更を検討 

【令和6年4月26日 ベンダと協議開始】 
・ 利用者周知に関して、「何らかの影響が生じている“可能性”が

ある」場合に、機械的判断で当該可能性を認識した時刻のみを記
載した初報を掲載。続報以降で、具体的な影響を追記更新するフ
ローへ変更 

【令和6年5月15日 完了】 
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情

報

周

知 

自社 

サイト 

＜1回目障害利用者対応状況＞ 
復旧報 4月15日13時54分 
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＜2回目障害利用者対応状況＞ 
復旧報 4月19日16時00分 
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 その他 

＜1回目障害利用者対応状況＞ 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
＜2回目障害利用者対応状況＞ 
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（ウ）ニフティ株式会社の電気通信事業法施行規則第 58条第 2項に定める事

故 

事業者名 ニフティ株式会社 発生日時 令和6年6月25日 20時14分 

継続時間 3時間 43分  
影響 

利用者数 

最大約6.2万人 
（前週同曜日同時間帯の利
用者数より推計） 

影響地域 全国 
事業者への 

問合せ件数 

電話：57件 

メール：31件 

Webフォーム：7件 

アプリ：17件 

障害内容 
Webメールにアクセスできない。 

※メール配送（POP/SMTP/IMAP）への影響はなし。 

電気通信事

業法施行規

則第58条第

2項に定め

る事故に該

当する電気

通信役務の

区分 

五 一の項から四の項までに掲げる電気通信役務以外の電気通信役
務 

 
 31 インターネット関連サービス（電子メール） 

発生原因 

仮想化基盤上の分散仮想スイッチ（以下、「vDS」という。）の
バージョンアップ作業を実施後、NASサーバ2台のCPU使用率が急激
に高騰し、CPU使用率100％の状態が継続したことでほぼ使えない状
態となり、ニフティWebメールのサービスに影響が生じた。 
 なお、vDSのバージョンアップ作業後に、CPU使用率が高騰した理
由は不明。 

機器 

構成図 

〇システム構成図 

※FJcloud-V 
富士通株式会社が提供するクラウドサービス。 
 
※NASサーバ 
FJcloud-V上の仮想マシン（VM）にファイル共有機能（NFS）を搭載
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したサーバ。 
※分散仮想スイッチ 
仮想化基盤のネットワーク層において、複数のホストにまたがって
管理される仮想スイッチ。あらかじめ全ての物理ホスト上に横断的
に設定されているため、NASサーバが別物理ホストに移動した際も
同様のネットワークを利用することができる。 
 
〇WebメールでのNAS利用の流れ 
・ 正常時の通信 

 
・ 故障時の通信 

1. NASサーバ#05が故障したことで、Webサーバの応答が無くなった
ため、Webメールが全面的に利用不可となった。 

2. アプリサーバへの通信も無い状態だったが、仮に通信があった場
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合でも、故障したNASサーバ#03にアクセスを試みるプロセスが増
えると、アプリサーバ全体が不安定となるため、結果的にWebメー
ルは全面的に利用不可となっていた。 

3. 仮想化基盤では多数存在する物理ホストの負荷を監視し、負荷
分散を行う仕組みを導入しているが、今回異常が発生したNASサ
ーバのCPU使用率は高騰していたものの、NASサーバが稼働してい
た物理ホストのCPU使用率は低い状態であったため、負荷分散に
よる自動での物理ホストの移動は実行されなかった。そのため、
手動で稼働ホストの変更を実施したところ、CPU使用率の高騰が
おさまり、サービス復旧した。 

※FJcloud-V NASは複数の物理ホストおよびストレージで構成され
ているマネージドサービスであり、物理ホストの負荷が増えた場合
には自動で稼働ホストが変更される仕組みだった。 
 

再発 

防止策 

1.障害発生時の影響時間の短縮 
今回の事故においては3時間43分の長時間にわたり影響が発生し

た。要因としては、異常が発生したNASサーバにログイン不可となっ
たことで、NASサーバの調査に時間を要したためである。また、NAS
サーバを再起動しても復旧せず、仮想化基盤を管理する担当部門に
情報展開し、そこで調査・対処するのに時間を要した。以上を踏ま
え、今後同様の事象が発生した場合に復旧時間を短縮するために、
NASサーバに対して、速やかに正常性を確認する調査ツール（※）を
実行し、NASサーバにログインできない、もしくは動作が非常に遅い
事象が検知された場合は、速やかに稼働ホストの変更を実施するこ
ととする。  
※正常性を確認する調査ツール：事象発生後にNASサービス担当者が
手動で実行する調査用のツールであり、NASサーバの稼働に必要な下
記内容の確認を行う。 

NASサーバ内で動作しているNFSサーバプロセスの稼働状況、監
視エージェントの稼働状況・ログ、モニタリング情報の取得状況・
ログ、ディスク使用量、ファイルディスクリプタ使用量、ディス
クの読み書き状況、メモリ異常の有無、名前解決の状況、仮想化
ツールの稼働状況 

 
上記の作業手順見直しにより、本件事故において3時間25分要した

NASサーバの障害発生から復旧までの時間を、45分に短縮することを
目標とする。 

【令和6年6月26日 新対応フロー策定・導入完了】 
 
2.事故発生前後の自動措置 
これまで判明した条件を監視によって検知し、いずれのケースに

おいても解消の手段として有効な物理ホストの移動を実施する仕組
みを実装する。 

【令和6年9月27日 完了】 
 
3.Webメールシステム全体の冗長化 
2023年6月、2024年3月、そして今回の2024年6月と立て続けに事故

が発生しており、また、いずれも発生原因が特定できていない、も
しくは特定に長時間を要している。このような状況の改善が見られ
ない状況であるため、これ以上原因究明の迅速化を望むのは難しい
という判断から、他のクラウドサービス上に別システムを構築する
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こととした。 
【令和7年度中の実現に向けて構築中】  

   
4.利用者対応の改善 
A.今回の事故においては、事故の発生から初報の周知までに56分を
要した。その原因として、夜間の対応となり、担当者が文面テン
プレートの選定や文面の作成に手間取ったことが挙げられるた
め、本件事故に基づく文面テンプレート及び作業手順の見直しを
実施した。 

【令和6年6月28日実施済】 
 
B.また、改めて周知作業の訓練を実施するとともに（令和6年7月3日
～8日実施済）、今後3カ月毎に担当者の習熟度チェック・訓練の実
施を行う。 

【令和6年9月末より開始】 
 

情

報

周

知 

自社 

サイト 

① @niftyトップページ 
(https://www.nifty.com/) 
6月25日（水）21時10分掲載 
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② 会員サポートページ 
(https://support.nifty.com/topics/2024/0625334) 
6月25日（水）21時10分初報掲載 
6月25日（水）21時20分更新報掲載 

 
 
6月26日（木）00時09分復旧報 
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その他 

③X（旧Twitter） 
6月25日（水）21時55分初報掲載 
 

 
6月26日（木）0時21分復旧報掲載 
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（エ）スカパーJSAT株式会社の電気通信事業法施行規則第 58条第 2項に定め

る事故 

事業者名 スカパーJSAT株式会社 発生日時 令和6年9月6日 3時56分 

継続時間 3時間 2分  
影響 

利用者数 
利用事業者数：92社 

影響地域 日本全国 
事業者への 

問合せ件数 
3件 

障害内容 衛星通信回線の全てが断となった。 

電気通信事

業法施行規

則第58条第

2項に定め

る事故に該

当する電気

通信役務の

区分 

2 電気通信事業者が設置した衛星、海底ケーブルその他これに準ず
る重要な電気通信設備の故障により、当該電気通信設備を利用する
全ての通信の疎通が二時間以上不能となる事故 

発生原因 

地球センサの視野に太陽と月が同時に入ってきたことにより姿勢
エラーが増大した。衛星メーカでは、事前に太陽と月が同時に地球
センサの視野内に入ることによる影響を検証していたが、検証結果
と実際の衛星の振る舞いに差異が見られ、結果的に静止衛星JCSAT-
85の姿勢が一時的に変動し、全通信回線が断となった。 
原因調査は、当該衛星の運用者であるIntelsat社が米国の衛星製

造メーカと実施したが、詳細については、米国輸出管理規則（EAR：
Export Administration Regulations）による規制対象であるため、
米国政府より認可を受けている範囲内（当社含む）での取り扱いと
なり、開示不可である。 

機器 

構成図 

〇JCSAT-85の全体ネットワーク構成 

・ JSAT Marineサービス 
（海洋インターネットサービス 最大下り50Mbps/上り3Mbps） 
(https://www.skyperfectjsat.space/jsat/service/jsat-marine/) 
・ OceanBB plusサービス 
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（海洋インターネットサービス 最大下り10Mbps/上り3Mbps） 
・ 卸役務（帯域貸し＋地球局送受信） 
 
〇正常時と事故発生時のイメージ 
・ 正常時：衛星が正しく地球方向を指向しているケース 

地上からの無線信号を受信した後、衛星内部の増幅器により増幅し
た無線信号を地上に送信することで、通信回線を確立 
 
・ 事故発生時：衛星が地球指向を喪失しているケース 

姿勢変動により地表を照らすビームにズレが生じ、地上との無線信
号の送受信が不可能となり、通信が断となる 
 

再発 

防止策 

〇恒久対処 
地球センサと他のセンサを組み合わせた姿勢制御を行う。 

【令和6年9月7日 完了】 
 
○総務省への事故報告 
障害の状況確認、顧客への通知に時間を要したことから、総務省

担当者へ連絡するメールの確認が遅れたため、第一報の報告が遅く
なった。社内通知の時間を短縮し、総務省対応を複数名で行うこと
により、遅滞なく対応することとする。 

【令和6年9月7日 完了】 
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情

報

周

知 

自社 

サイト 

〇HPでの告知 
報道発表資料をHPに掲載 
9月7日（土）12:00 
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その他 

〇Internet FAXでの告知 
・ 全顧客への第一報 
9月6日（金）05:04 
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・ 全顧客への復旧通知 
9月6日（金）07:16 
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（オ）フリービット株式会社の電気通信事業法施行規則第 58条第 2項に定め

る事故 

事業者名 フリービット株式会社 発生日時 令和6年10月28日 15時55分 

継続時間 3時間 20分  
影響 

利用者数 
最大約27.4万人 

影響地域 全国 
事業者への 

問合せ件数 

電話：31件 

メール：5件 

障害内容 一部ユーザにおいてデータ通信を利用できない状態が発生した。 

電気通信事

業法施行規

則第58条第

2項に定め

る事故に該

当する電気

通信役務の

区分 

五 一の項から四の項までに掲げる電気通信役務以外の電気通信役
務 

 
 12 インターネット接続サービス 

発生原因 

VLANの構成変更に伴うメンテナンスを実施した際に、メンテナン
ス作業の手順書の誤りに起因して誤ったコマンドを投入したことか
ら、通信の全断が発生した。その後すぐに切り戻しを行ったが、加
入者データベースへの過負荷が発生し、認証サーバの処理が遅延し
たことで、データ通信ができない状態となった。 

 

機器 

構成図 

〇システム構成図 

・ RADIUS：ユーザ認証を行うサーバ。Primary/Secondaryに分かれて
おり、Primaryから返事がこなければホットスタンバイをしている
Secondaryにアクセスする。 

・ 加入者DB：ユーザの認証情報が入ったデータベース。名前住所等
は入っていない。3台のクラスター構成の為、1台故障した場合で
も残りの2台で通常どおり機能する。 
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〇正常時の動作の流れ 

（1）スマートフォンからデータ通信へアクセスする。 
（2）MNOのアンテナや設備を通って、フリービット側のP-GWにアク

セスする。 
（3）P-GWからユーザ認証のために、RADIUSにて確認が行われる。

Policy and Charging Rules Function（以下、「PCRF」とい
う。）及びPolicy and Charging Enforcement Function（以
下、「PCEF」という。）にもアクセスし帯域制御情報を取得
する。 

（4）Load Balancerにて振り分けられ、いずれかのRADIUSを経由し
て加入者DBにアクセスし、認証を行う。 

（5）認証が完了したらP-GW経由でインターネットにアクセスし、
PCRF及びPCEFで帯域制御を受ける。 

※ 認証が済んだ通信は、MNOからP-GWに入ってきた後、そのまま
インターネットに接続される。 

 
〇事故発生時の動作の流れ 

（1）VLANの構成変更を行うにあたり、スイッチの設定変更に係る
メンテナンスを実施した際、誤ったコマンドを投入した。 

MNO 

MNO 
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（2）全通信が一度切断され、大量の認証前接続が発生した。 
（3）P-GWからRADIUSに大量の認証リクエストが要求された。 
（4）RADIUS Primary/Secondaryいずれを経由しても加入者DBが過

負荷状態となり、反応が遅くなった。 
（5）P-GWにおいてタイムアウトが発生し、S-GWから再度認証リク

エストが要求された。 
（6）加入者DBにおける認証が遅延し、接続がしづらくなった。 
※ 認証が済んだ通信については、通常どおり利用可能であった。 
 

再発 

防止策 

〇メンテナンス作業中のオペレーションミスによる全断について 
＜暫定対処＞ 
・ 切り戻し（過去の任意の時点の設定に戻す機能を利用）を実施し、

元の状態に復帰。 
【令和6年10月 完了】 

＜恒久対処＞ 
・ メンテナンス前に手順書とコマンドを第三者によって確認するこ

とによりレビューの強化を実施。また、メンテナンスレビュー前
に検証環境において、コマンドを実行して必要な設定が全て正し
く設定されているかどうかを確認する試験内容を強化する。 

【令和6年11月 完了】 
・ 機器調達時にメンテナンス時のコマンドの仕様についても事前チ

ェックを実施する。 
【令和6年11月 完了】 

〇認証の遅延について 
＜暫定対処＞ 
・ 加入者DBのチューニングや構成変更（RADIUS Secondaryの切り離

し）により、タイムアウトが発生しないよう負荷を低減した。 
【令和6年10月 完了】 

＜恒久対処＞ 
・ リトライの大量発生時にも耐えうる設備容量を確保するために、

加入者DBのスペックアップ、増強、クラスタリング構成の変更を
予定しており、最低でも現状の倍以上のパフォーマンスを目標と
する。RADIUSは8台あり、処理も軽いためこれ以上増やしてもパフ
ォーマンは向上しないので、構成の検討は行うが増強は実施しな
い予定である。RADIUSのSecondaryについては設備増強後、再稼働
を検討し、再稼働した場合は特別監視体制として1週間程度監視強
化を行い、問題なければ通常状態に監視を戻すことを想定してい
る。 

【令和7年6月 完了】 
・ Secondary再稼働後に同様の障害が起きた場合に備え、従来の復旧

手順を変更し、最初にSecondaryの切り離しを実施することとす
る。 

【令和6年12月 完了】 
 
〇監督官庁への報告の遅れについて 
・ 総務省へ即時報告を行わず、報告が10月30日となった。今後は社

内フローを見直し、参加事業者の影響利用者数を合算した結果、
3万人を超える可能性がある場合には、報告を30分以内に実施す
る。 

【令和6年11月 完了】 
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情

報

周

知 

自社 

サイト 

HP上での周知は行わなかった。 

その他 

〇メール 
・ 10/28（月）16:24 
障害発生報を傘下MVNO事業者にメール送付 

 
・ 10/28（月）19:47 
障害復旧報を傘下MVNO事業者にメール送付 

・ 上記を受け、MVNO事業者がWeb等に告知しユーザ対応等を実施 
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（カ）株式会社 NTTドコモ、SORACOM CORPORATION, LTD.及び株式会社 MIXIの

電気通信事業法施行規則第 58条第 2項に定める事故 
 

① 株式会社 NTTドコモの電気通信事業法施行規則第 58条第 2項に定める

事故について 

事業者名 株式会社NTTドコモ 発生日時 令和6年12月6日 1時8分 

継続時間 34時間10分 
影響 

利用者数 
約13万 

影響地域 全国 
事業者への 

問合せ件数 
1件 

障害内容 一部海外事業者向け通信において新規接続ができない。 

電気通信事

業法施行規

則第58条第

2項に定め

る事故に該

当する電気

通信役務の

区分 

五 一の項から四の項までに掲げる電気通信役務以外の電気通信役
務 

 12 インターネット接続サービス 

発生原因 

ドコモの国際用ファイヤーウォールにおいて、OS更新作業を実施
したところ、DNS問い合わせにおけるTCPを用いた通信処理に問題が
発生した。本来は、TCPを用いた通信処理を行う際に、一部情報が書
き換わったのち、相手方DNSへ問合せを行い、応答信号受信後に書き
換えた情報を元に戻す処理が行われるはずであったが、情報を元に
戻す処理が新OSに含まれていたバグにより行われなかった。それに
より、DNS問合せ処理が完了できず、国際ローミングインの一部利用
者の新規接続ができない状況となった。 

機器 

構成図 

〇システム構成と信号の流れ（通常時） 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 新規接続時は「③DNS問合（UDP）」を行い、接続先PGWを選定す

る。 
 初回の国際DNS問合せはUDPにて実施し、UDPの信号サイズが上限
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512バイトを超過する場合等ではTCPを使用する。 
 「④DNS応答（UDP）」において、相手のDNSからでTCPでの再問合

せを指示された場合に「⑤DNS問合（TCP）」を実施する。 
 
 
 

〇システム構成と信号の流れ（故障時～復旧時） 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 一部の海外事業者の「④DNS問応答（UDP）」ではTCPでの再問合

せを指示。 
 「⑤DNS問合（TCP）」が一部の海外事業者の国際用DNSに届いて

いなかった。 
 その後、一部端末において新規接続ができない状況が発生。 
⁃ 該当のファイヤーウォールを利用し今回影響を受けた一部の

海外事業者以外の海外事業者においては影響なし（ドコモユ
ーザには影響なし）  

⁃ 一般的にはユーザ側でKDDI／SBM等へ切り替えることでサー
ビスを継続することが可能 

 ドコモ国際用ファイヤーウォールのOSを旧バージョンに切り戻
したところ事象が復旧。 

※DNSのTCP問合せの通信は機能通りに切断しており、機器としては
正常動作であったためドコモ国際用ファイヤーウォールの1系
（sby）への切替えには至っていない。切替えとなった場合、プロ
トコル毎に全海外通信事業者が一斉に切替わる。ハード障害等装置
単位で異常が発生した場合は、全プロトコルで一斉に切替わる。 
※本事象に該当した場合は再度①接続要求～⑤DNS問合（TCP）をリ
トライするため、①接続要求は増加、⑦接続は減少する 
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〇ドコモ国際用ファイヤーウォール不具合概要 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 新OSで機能追加されたTime Stamp（以下、「TS」という。）書

換え機能は外部に対してTS値を秘匿とすることでセキュリティ
向上を目的として盛り込まれた。 

 新OSのドコモ国際用ファイヤーウォールでは、 TCPセッション
要求のTSを書き換えるが応答のTSを書き戻さないバグのため、
TS応答で異常と判断されセッションを確立できなかった。 

 

再発 

防止策 

〇検証プロセスにおけるバグ抽出の対策 
＜暫定対処＞ 
 新OSバージョンにおいてデフォルト設定で「ON」となっていたTS

書換え機能について、設定を「OFF」に変更し、不具合発生を防
ぐ対策を行う。 

【令和7年5月 完了】 
※検証が完了している新OSではバグ修正がリリースされない。修正
対応版のOSに変更するには再度検証をやり直す必要があり、1年程
度を要する。旧OSサポート停止（令和7年1月末、5月末まで延長完
了）のため、まずはTS書換え機能「OFF」で検証完了している新OS
の更新を優先する。 
 
＜本格対処＞ 
 バグが修正されたOSの適用を検討する。 

【令和7年3月 完了】 
 追加機能の確認、試験項目検討、検証、商用への適用を行う。 

【令和7年度末 実施予定】 
 ベンダからドコモへの情報開示不足（新OS機能追加情報、バグ情

報）により、ドコモで適切な判断（試験項目抽出、バグ対処の商
用適用）が行えなかったことを踏まえ、情報開示プロセスを強化
する。 

【令和7年1月14日 運用開始】 
ベンダ 
⁃ ドコモ国際用ファイヤーウォールを通過する全ての通信にお

いて新OS機能追加情報がチェックできるよう、ベンダ内の全
ての有スキル者が参加する確認会議を経て全機能を確認し、
結果をドコモへ報告するプロセスへ見直す。 

⁃ バグ情報についても全ての適用可否判断結果を開示するプロ
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セスへ見直す。 
ドコモ 
⁃ ベンダの情報開示プロセスを仕様書へ明記し、順守を義務付

け、ドコモとベンダ定例会議への結果報告とドコモ側での確認
を行うことで強化を図る。 
 

 今回の事故で判明したベンダプロセス不備について、他のシステ
ムでも同様のリスクがないか総点検を実施する。 

【令和7年1月 完了】 
〇措置の長期化の対策 
 国内ネットワークおよび国際ローミングアウトと同様に、国際ロ

ーミングインユーザに対しても可観測性監視機能を導入する。海
外事業者毎にローミングインの通信に関する異常を、「パケット
接続要求数の減少をリアルタイムに自動検知する機能」の類似機
能からカスタマイズして実装し、常時サービス異常の見落としを
防止し、工事体制内での異常検知と切り戻しを可能とする。 

【令和7年1月 完了】 
 「パケット接続成功数の減少を検知する機能」を新規開発するこ

とにより、相手事業者を含めた障害も検知可能とする。 
【令和7年度末 実施予定】 

 正確な事象発生時刻を積極的に特定するため、障害発生時に作業
者が利用する故障チケット発行システムに推定時刻・確定時刻の
カラムを新規追加し、マニュアルへの反映、運用勉強会を開催す
る。 

【カラム新規追加：令和7年9月 実施予定】 

【マニュアルへの反映・勉強会開催：令和7年1月 完了】 
 事象発生時刻と工事の実施を紐付けるシステムを国際サービスに

も適用し、紐付けの時間を短縮するとともにマニュアルへの反
映、勉強会を開催する。 

【令和7年1月 完了】 

情

報

周

知 

自社 

サイト 

行っていない。 

その他 
行っていない。 
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② SORACOM CORPORATION, LTD.の電気通信事業法施行規則第 58条第 2項に

定める事故について 

事業者名 
SORACOM  

CORPORATION, LTD. 
発生日時 令和6年12月6日 1時10分 

継続時間 34時間50分 
影響 

利用者数 
最大約14万回線 

影響地域 全国 
事業者への 

問合せ件数 
7件 

障害内容 

仮想移動電気通信サービス（携帯電話に係るもの）に関し、Orange 

S.A.とSORACOM CORPORATION, LTD.の契約による提供回線において、

NTTドコモ網へ接続できない、または利用しづらい。 

 

電気通信事

業法施行規

則第58条第

2項に定め

る事故に該

当する電気

通信役務の

区分 

五 一の項から四の項までに掲げる電気通信役務以外の電気通信役
務 

 32 仮想移動電気通信サービス（本区分に関連するもの） 

発生原因 

SORACOM CORPORATION, LTD.はOrange S.A.より回線の卸提供を受
けており、Orange S.A.は株式会社NTTドコモとローミング契約を締
結している。 
今回、株式会社NTTドコモの国際ローミングインの新規接続がで

きなくなったことで、Orange S.A.より回線の卸提供を受けている
SORACOM CORPORATION, LTD.の回線の一部が利用できない、または
利用しづらい状況となった。 
 

機器 

構成図 

〇通信の流れ（通常時） 
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〇通信の流れ（重大事故発生時） 

 
 
 
 
 
 
 
 
 
 
 
〇通信の流れ（重大事故発生時） 

 
 

再発 

防止策 

 
 電気通信事故等に係る電気通信事業法関係法令の適用に関する

ガイドライン（第7版）のP.8のとおり、重大事故は本省に報告
するよう改善を実施する（第一報は関東総合通信局となるが、
詳細な報告は本省に実施する）。具体的には基本動作として徹底
できるよう社内総務省報告マニュアルを変更する。 

【令和6年12月 完了】 
 
 電気通信事故等に係る電気通信事業法関係法令の適用に関する

ガイドライン（第7版）のP.13のとおり、影響者数に関しては把
握可能な限り回線数を元にした報告を行う。具体的には基本動
作として徹底できるよう社内総務省報告マニュアルを変更す
る。 

【令和6年12月 完了】 
 
 本来自社の卸役務により通信サービスを提供しているMVNO等へ

は初報の公表後、速やかに情報伝達すべきところ、それが徹底で
きていなかった。電気通信事故等に係る電気通信事業法関係法令
の適用に関するガイドライン（第7版）のP.9のとおり、初報後に
速やかに情報を伝達できるよう、自社の卸役務により通信サービ
スを提供しているMVNO等へ、自社HPの障害情報ページにあるRSS
機能の利用依頼を徹底する。なお、RSS機能は仕様上利用ユーザ
のログを取ることができかねるため、代替の確認方法として、四
半期ごとに実施する再販回線数報告において、RSS機能について
都度意義の周知と利用状況の確認を実施する。 

【令和7年1月 完了】 
 

情

報

周

知 

自社 

サイト 

 自社HP内の「障害情報」のページ（https://status.soracom.io/
incidents/254380?lang=ja）に障害発生時から復旧時までの間、
合計15回情報掲載を実施。各掲載時間と掲載内容は以下のとおり。 

 
第1報 2024-12-06 01:49 （障害が発生した旨を周知） 
第2報 2024-12-06 02:58 （発生時刻の周知） 
第3報 2024-12-06 04:55 （事象継続の周知） 
第4報 2024-12-06 07:48 （事象継続の周知） 
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第5報 2024-12-06 11:51 （事象継続の周知（影響網の周知追加）） 
第6報 2024-12-06 14:46 （事象継続の周知） 
第7報 2024-12-06 17:41 （事象継続の周知） 
第8報 2024-12-06 20:48 （事象継続の周知（中継事業者との対応
情報追加）） 
第9報 2024-12-06 23:55 （事象継続の周知（原因の特定と対応周
知追加）） 
第10報 2024-12-07 02:44 （事象継続の周知） 
第11報 2024-12-07 05:48 （事象継続の周知） 
第12報 2024-12-07 08:51 （事象継続の周知） 
第13報 2024-12-07 11:47  （事象継続の周知（処置の実施追加）） 
第14報 2024-12-07 14:58 （事象継続の周知（回復傾向の周知追
加）） 
第15報 2024-12-07 16:56 （復旧報を周知） 
 
 事故に関する復旧後の報告として、12/13 15:30に障害の概要や原

因に関する報告を掲載した。 
 

その他 対象サービスを提供する一部MVNOへの電話連絡を行った。 
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③ 株式会社 MIXIの電気通信事業法施行規則第 58条第 2項に定める事故に

ついて 

事業者名 株式会社MIXI 発生日時 令和6年12月6日 1時10分 

継続時間 34時間50分 
影響 

利用者数 
約13.9万回線 

影響地域 全国 
事業者への 

問合せ件数 
1,220件 

障害内容 

SORACOM CORPORATION, LTD.より回線の卸提供を受けている一部

の端末にてLTEネットワークへの接続ができず、それに伴い位置情報

測位データがサーバにアップロードできない。 

電気通信事

業法施行規

則第58条第

2項に定め

る事故に該

当する電気

通信役務の

区分 

三 セルラーLPWA（無線設備規則第49条の6の9第1項及び第5項又は
同条第1項及び第6項で定める条件に適合する無線設備をいう。）
を使用する携帯電話（一の項又は二の項に掲げる電気通信役務を
除く。）及び電気通信事業報告規則第1条第2項第18号に規定する
アンライセンスLPWAサービス 

発生原因 

株式会社NTTドコモの国際ローミングインの新規接続ができなく
なったことで、SORACOM CORPORATION, LTD.の回線の一部が利用で
きなくなり、SORACOM CORPORATION, LTD.より回線の卸提供を受け
ているMIXIの回線の一部（ドコモ回線のみに対応していた端末）が
利用できない状況となった。 

機器 

構成図 

〇サービス構成図 
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＜障害が発生した端末について＞ 
機種 SIM対応 

キャリア 
端末対応 
キャリア 

障害の影響 

MG01（第一世代） ドコモ、 
ソフトバンク 

ドコモ 有 

MG02（第二世代） ドコモ、 
ソフトバンク 

ドコモ 有 

MG03（第三世代） ドコモ、 
ソフトバンク 

ドコモ 有 

MT04（トーク端末） ドコモ、KDDI、 
ソフトバンク 

ドコモ、KDDI、 
ソフトバンク 

無 

 
全端末のうち、MG01,MG02及びMG03の機種の端末は、ドコモの回

線にしか対応しておらず、他のキャリアの回線を使うことができな
かったため、今回障害が発生した。一方、MT04の機種の端末は
MG01, MG02, MG03とは異なるネットワーク構成を取っており、今回
障害が起きた機器構成図の赤破線部の中継事業者とは異なる事業者
を介して接続するため障害は発生しなかった。加えて、MT04ではド
コモ、KDDI及びソフトバンクの回線に対応しており、ドコモ以外の
キャリアの回線を使うことができたため、今回と同様の事象が発生
しても障害は発生しなかった。 
 

再発 

防止策 

 事故発生後30分以内の初報の公表を目的として、SORACOM 
CORPORATION,LTD.のステータスダッシュボードをRSS購読す
ることで、迅速に事故発生を把握できる仕組みを構築する。 

【令和7年2月 完了】 
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情

報

周

知 

自社 

サイト 

 12/18 15:02 原因および対策、補償内容を案内した。 
（https://phone.gps.mitene.us/app/informationdetail?no=88） 
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 12/6 7:54 復旧報を掲載した。 
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その他 

〇X（旧Twitter）による周知 
 12/6 8:06 障害が発生した旨を通知 
（https://x.com/mitene_gps/status/1864808538595598611） 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 12/6 14:00 被疑箇所および対応状況を通知 
（https://x.com/mitene_gps/status/1864897597632319776） 
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 12/6 18:41 引き続き対応中の旨を通知 
（https://x.com/mitene_gps/status/1864968306639409433） 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 12/6 19:35 同上 
（https://x.com/mitene_gps/status/1864981934969098680） 
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 12/7 0:15 障害の原因箇所を特定した旨を通知 
（https://x.com/mitene_gps/status/1865052560878637569） 
 
 
 
 
 
 
 
 
 
 
 
 
 
 12/7 7:12 対策の経過を通知 
（https://x.com/mitene_gps/status/1865157417941803061） 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 12/7 12:00 復旧が進んでいる旨おとび、通知の多重発生の旨を

通知 
（https://x.com/mitene_gps/status/1865232163668627579） 
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 12/7 16;16 概ね復旧が完了した旨を通知 
（https://x.com/mitene_gps/status/1865294281524809929） 
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（3）電気通信事業法施行規則第 58 条の 2 に定める事態の発生状況 

ア 発生件数 

令和6年度に発生した電気通信事業法施行規則第58条の2に定める事態は表3

のとおり5件である。 

 

（表3）令和6年度に発生した電気通信事業法施行規則第58条の2に定める 

事態の一覧 

No 発生日時 継続時間 
影響 

利用者数等 
事態の内容 

発生した事態の区
分 

1 
令和6年7
月20日 
16時05分 

‐ ‐ 

沖縄県の伊良部ビル

と池間ビル間の通信

に障害が発生し、調

査を行ったところ当

該ビル間を接続する

中継光ケーブルが海

底区間で損傷してい

ることが判明した。 
通信はう回路を経由
し疎通確保できてお
り、サービスの影響
は発生していない。 

衛星、海底ケーブ
ルその他これに準
ずる重要な電気通
信設備に深刻な機
能低下が発生し、
又は重大な損傷が
生じた事態 

2 
令和6年 
7月23日 
12時5分 

1時間21分 
最大影響呼
数：89,316 

ネットワークセンタ

ーに設置する交換設

備（PCRF）のメンテ

ナンス作業における

ソフトウェアの不具

合により、一部利用

者の音声通信におい

て発着信不可となる

事象が発生した。 

電気通信設備の故

障等の発生時に、

そのことを速やか

に覚知できず、当

該設備の機能を代

替することとなっ

ていた予備の電気

通信設備（当該予

備の電気通信設備

の機能を代替する

こととなっていた

予備の電気通信設

備を含む。）へ速

やかに切り替える

ことができなかっ

た事態 

3 
令和6年 
8月10日 
7時16分 

‐ ‐ 

東京都島しょ部エリ

アへサービス提供を

している中継光ケー

ブルが陸揚げ付近に

て損傷した。復旧ま

での間、冗長化伝送

衛星、海底ケーブ

ルその他これに準

ずる重要な電気通

信設備に深刻な機

能低下が発生し、
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ルートによる片系運

用となった。 

なお、サービス影響

は発生していない。 

又は重大な損傷が

生じた事態 

4 

①令和6
年 
8月23日 
16時3分 
 
②令和6
年 
8月23日 
16時48分 

①45分 

 

②1時間26

分 

①12,462ア
カウント 
 
② 2,154 ア
カウント 

全国でメールが利用

しづらい事象が発生

した。 

・電気通信設備の
機能に支障を生
じ、当該設備の運
用を停止しようと
したにもかかわら
ず当該設備の運用
を停止することが
できなかった事態 
 
・電気通信設備の
故障等の発生時
に、そのことを速
やかに覚知でき
ず、当該設備の機
能を代替すること
となっていた予備
の電気通信設備
（当該予備の電気
通信設備の機能を
代替することとな
っていた予備の電
気通信設備を含
む。）へ速やかに
切り替えることが
できなかった事態 

5 
令和7年 
1月28日 
11時10分 

‐ ‐ 

広島県の宇品ビルと

似島ビル間の通信に

障害が発生し、調査

を行ったところ当該

ビル間を接続する中

継光ケーブルが海底

区間で損傷している

ことが判明した。 

通信はう回路を経由

し疎通確保できてお

り、サービスの影響

は発生していない。 

衛星、海底ケーブ
ルその他これに準
ずる重要な電気通
信設備に深刻な機
能低下が発生し、
又は重大な損傷が
生じた事態 
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イ 電気通信事業法施行規則第 58条の 2に定める事態の概要 

（ア）沖縄県における海底ケーブル損傷に係る電気通信事業法施行規則第 58

条の 2に定める事態 

発生日時 令和6年7月20日16時05分 継続時間 ‐ 

影響 

利用者数 
‐ 影響地域 ‐ 

事業者への 

問合せ件数 
‐ 

事態の全体

概要 

沖縄県の伊良部ビルと池間ビル間の通信に障害が発生し、調査を

行ったところ当該ビル間を接続する中継光ケーブルが海底区間で損

傷していることが判明した。 

通信はう回路を経由し疎通確保できており、サービスの影響は発

生していない。 

報告対象と

なる具体的

な事態 

衛星、海底ケーブルその他これに準ずる重要な電気通信設備に深
刻な機能低下が発生し、又は重大な損傷が生じた事態 

影響を与え

た電気通信

役務 

‐ 

発生原因 
原因特定困難（切断面からは鋭利なもので切断された痕跡はみつ

からなかったことから、悪天候や海流による落石等との接触等外的
要因による切断が推測される。） 

機器 

構成図 

伊良部ビルと池間ビル間を接続する海底ケーブルに障害が発生し

た。 
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再発 

防止策 

・ 海底ケーブルの切断を未然に防ぐことを目的として、過去の実

績（点検を実施することにより、光ファイバー等を覆う外装鉄

線の破断を特定・補修できた事例が多数存在）を踏まえ、定期

的な点検による海底ケーブルの不良（光ファイバーの切断にま

では至らないが外装等が損傷する状態等）箇所の特定・補修を

継続的に実施する。 

・ 冗長構成の片系の海底ケーブル切断が発生した場合には、う回

路を構成する装置故障等によるサービス断発生に対応するため

に、代替設備（故障交換物品等）の配置等を実施し、サービス

影響が発生した場合における影響の低減を図る。 

  



-68- 

 

（イ）全国における緊急通報を取り扱わない音声通信発着信不可に係る電気通

信事業法施行規則第 58条の 2に定める事態 

発生日時 令和6年7月23日 12時5分 継続時間 1時間21分 

影響 

利用者数 
最大影響呼数：89,316 影響地域 全国 

事業者への 

問合せ件数 
一般：156件、法人：17件 

事態の全体

概要 

ネットワークセンターに設置する交換設備（PCRF）のメンテナン

ス作業におけるソフトウェアの不具合により、一部利用者の音声通

信において発着信不可となる事象が発生した。 

報告対象と

なる具体的

な事態 

電気通信設備の故障等の発生時に、そのことを速やかに覚知でき
ず、当該設備の機能を代替することとなっていた予備の電気通信設
備（当該予備の電気通信設備の機能を代替することとなっていた予
備の電気通信設備を含む。）へ速やかに切り替えることができなか
った事態 

影響を与え

た電気通信

役務 

二 緊急通報を取り扱わない音声伝送役務 
 携帯電話 

発生原因 

（1）PCRFの管理モジュールの片系運用を復旧させるために、メン
テナンス作業にて管理モジュールを組み込んだところ、ソフトウェ
アの不具合により管理モジュールが両系ACTとなり※セッション情
報の消失が発生した。（※これまで同様の作業では発生しなかった
事象） 
（2）通信の異常について、傾向監視のうちセッション数の状態を
アラーム検知出来なかった。 

機器 

構成図 

〇正常時の通信の流れ 

1. 音声通話を開始するためPCRFに問い合わせ 

2. PCRFよりセッション情報応答 

3. 端末との間に音声用ベアラ設定 
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・ MGw（Media GateWay）：電話中継回線の音声信号等をIPパケット

に変換する装置 

・ アイランド：EPCの装置群 

・ IMS（IP Multimedia Subsystem）：携帯電話網上でマルチメディ

アサービスを実現させる技術 

・ PCRF（Policy and Charging Rules Function）：ネットワークポ

リシおよび課金の制御を行う機能 

・ PGW（Packet data network GateWay）：外部接続用ゲートウェイ

機能 

・ アイランド：IMS、PCRF、PGWで構成された装置群10のアイランド

で全国のネットワークを構成 

 

〇事故発生時の通信の流れ 

・ 当該PCRFの管理モジュール※のメンテナンス作業に伴い管理モ

ジュールを当該アイランドが商用ネットワークに繋がった状態

で冗長構成に組み込んだ際、管理モジュールが両系ACTとなり

PCRFの既存セッション情報が消失する不具合が発生し、当該PCRF

に登録されている利用者の音声用ベアラが確立できず、発着信不

可となった（※装置の状態監視、アラーム通知などを司るモジュ

ール） 

・ 緊急通報はネットワーク障害が発生していても発信が可能とな

るように新規に緊急通報専用のセッション情報を生成し音声用

ベアラを確立するため発信可能であった（3GPP/GSMA IR92による

仕様） 

・ 事象発生後に新たに当該PCRFに収容された利用者※については

新規にセッション情報が生成されるため、音声用ベアラが確立さ

れ発着信が可能であった（※新たに位置登録された利用者を指

し、電源OFFからONとした者、機内モードOFFからONとした者、圏

外から圏内となった者が該当する） 

 

 

 

 

 

 

 

 

 

 

 

 

・ セッション情報：加入者識別子等 
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・ 音声用ベアラ：音声用の通信路 

 

〇復旧対処後の通信の流れ 

該当PCRFを含むアイランドの切り離し※を実行し他の経路にう回さ

せることにより復旧（13時26分）（※音声用PCRFはべアラ設定など

複雑な処理を行うものであり、当該PCRFのみを切り離してしまうと

呼が成立しなくなることから、アイランド単位で切り離し、収容ユ

ーザを正常なアイランドへ向かわせることでサービス復旧を図る運

用としている。） 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

再発 

防止策 

＜暫定対策＞ 

・ 管理モジュールの組み込み作業実施の際には、事前に該当アイ

ランドを切り離したうえでメンテナンス作業を行い、正常性を

確認後にアイランドを冗長構成に組み込む運用とする。 

【令和6年7月23日 完了】 

＜恒久対策＞ 

・ 管理モジュールが両系ACTとならないようにソフトウェアの改修

を実施する。 

【令和6年12月25日 完了】 

・ 早期に異常を検知できるように傾向監視のアラーム設定のチュ

ーニングを実施する。 

【令和6年7月26日 完了】 

・ 早期に被疑箇所の特定を実施するために、監視方法の見直しを

実施する。 

【令和6年7月26日 完了】 
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（ウ）東京都島しょ部エリアにおける海底ケーブル損傷に係る電気通信事業法

施行規則第 58条の 2に定める事態 

発生日時 令和6年8月10日 7時16分 継続時間 ‐ 

影響 

利用者数 
‐ 影響地域 ‐ 

事業者への 

問合せ件数 
‐ 

事態の全体

概要 

島しょ部エリアA島へサービス提供をしているB島からの中継光ケ

ーブルがA島沿岸の陸揚げ付近にて損傷した。復旧までの間、冗長

化伝送ルート（C島～A島間の海底ケーブル）による片系運用となっ

た。 

なお、サービス影響は発生していない。 

報告対象と

なる具体的

な事態 

衛星、海底ケーブルその他これに準ずる重要な電気通信設備に深
刻な機能低下が発生し、又は重大な損傷が生じた事態 

影響を与え

た電気通信

役務 

‐ 

発生原因 A島沿岸の海底ケーブルが波の影響により損傷したと想定 

機器 

構成図 

〇海底ケーブルネットワーク構成図 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

 

再発 

防止策 

＜令和6年8月10日に発生した海底ケーブル損傷の復旧＞ 
・ 損傷箇所のケーブル接続後、鋳鉄防護管、ポリウレタン防護管

取付けを計画している（ケーブルに支障となる転石があれば、
水中クレーンや起重機船で除去） 

【令和6年10月 完了】 
・ 海底ケーブルが両系断となった場合でも、遠隔でサービス救済

ができる方策は実施済（マイクロ無線を整備） 
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＜海底ケーブルの強靭化＞ 
・ 海底ケーブルの陸揚部をトンネル化することで転石による切断

損傷に有効な弧状推進工法（HDD工法）が、現在工事中である 
【令和7年6月 完了】 
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（エ）全国におけるメール不通に係る電気通信事業法施行規則第 58条の 2に

定める事態 

発生日時 

①令和6年8月23日 16時3
分 
②令和6年8月23日 16時

48分 

継続時間 
① 45分 
② 1時間26分 

影響 

利用者数 

①12,462アカウント 
②2,154アカウント 

影響地域 全国 

事業者への 

問合せ件数 
個人：46件、法人：8件 

事態の全体

概要 

＜全体概要＞ 

ネットワーク機器（L3SW）の故障を起因としてネットワークルー

プが発生した。ループが発生したネットワーク機器を経由する通信

が不安定となったことで、全国でメールが利用しづらい事象が発生

した。 

＜事象①について＞ 

メール（メールソフト及びWebメール）の送受信アクセス数低下

の事象が発生した。同じネットワークループの影響により監視が不

安定な状態となり遠隔措置ができず現地措置での対応に至った。 

＜事象②について＞ 

メール（Webメールのみ）の送受信アクセス数低下の事象が発生

した。セキュリティ事業者中継サーバにおいて通信プロセスが積滞

していたが、警報出力がなく、被疑箇所の特定に時間を要した。 

報告対象と

なる具体的

な事態 

・ 電気通信設備の機能に支障を生じ、当該設備の運用を停止しよ
うとしたにもかかわらず当該設備の運用を停止することができ
なかった事態 

 
・ 電気通信設備の故障等の発生時に、そのことを速やかに覚知で

きず、当該設備の機能を代替することとなっていた予備の電気
通信設備（当該予備の電気通信設備の機能を代替することとな
っていた予備の電気通信設備を含む。）へ速やかに切り替えるこ
とができなかった事態 

影響を与え

た電気通信

役務 

一の項から四の項までに掲げる電気通信役務以外の電気通信役務 

発生原因 

＜事象①の発生原因＞ 
ネットワーク機器（L3SW）の故障を起因としてネットワークルー

プが発生し、インターネットからメールシステムへの通信と監視に
不安定な状況が発生した。 
 
＜事象②の発生原因＞ 
事象①により、セキュリティ事業者中継サーバにおいて二段階認

証に必要なセキュリティ事業者サーバ（他社設備）との通信プロセ
スの積滞が発生した。警報出力がなく、被疑箇所の特定に時間を要
した。 
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機器 

構成図 

〇正常時の通信経路 

1. L3SW2群A系、B系は両系ともAct-Actで運用 

2. スパニングツリー※機能によりL3SW2群B系の仮想SW、L2SW102群

B系向けの通信ポートは停止 

3. 上位の機器からL3SW2群B系に入ってきたトラヒックは、渡り回線

を経由しL3SW2群A系経由で仮想SW設備、L2SW102群B系に送られる 

※ スパンニングツリー…ネットワーク全体のループ防止とトラヒ

ック経路の最適化を目的としたプロトコル 

 

 

 

 

 

 

 

 

 

 

 

 

〇故障個所とネットワークループの発生 

1. L3SW2群A系のプロトコル機能が故障したことにより、ループを抑

止するスパニングツリー機能が有効に機能せず、L3SW2群A/B系、

L2SW102群A/B系、仮想SW設備間にてネットワークループ※が発生し

た 

2. ネットワークループの影響により、L3SW2群がほぼ通信不可状態、

および、仮想SWがネットワーク性能低下の状態となり当該設備を経

由する各種サーバとの通信に影響が発生した 

※ ネットワークループ…冗長化のために複数機器で構成したネッ

トワークにおいて、同じトラヒックが流れ続ける事象 
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再発 

防止策 

＜暫定対処＞ 

・ L3SW2群A系のハードウェア装置交換 

・ L3SW2群間、L3SW2群A系-L2SW102群A系間の渡り回線を廃止する

事で、物理的にループが発生しない構成とする 

【令和6年8月27日 完了】 

＜恒久対処＞ 

・ ネットワークについて、スパニングツリーが有効に設定されて

いる装置（L2でループ構成になっている場所）に対し、ループ

自動検知・自動遮断設定を追加導入する（※ループが発生する

恐れはスパニングツリー設定のみ） 

【令和7年9月3日 完了】 

・ 設備構築マニュアルにループ自動検知・自動遮断設定に対する

確認、設定項目を追加する 

【令和6年9月30日 完了】 

・ ループ自動検知・自動遮断設定以外にも設計上考慮すべき事項

が漏れないよう、機器ベンダやドコモ社内の技術的知見を設計

段階で取り込むプロセスを確立し、設備構築マニュアルに追記

する 

【令和6年12月26日 完了】 

・ 商用ネットワークに障害が発生した場合でも、監視および遠隔

対策を行うため、新たに監視および保守用のネットワークを構

築し、障害時の監視を継続する 

【令和7年4月14日 完了】 

・ 監視及び保守ネットワークの設計ポリシ（二重故障発生時にお

いても商用サービスと監視の両方に影響を与えない構成とする

ことなど考慮すべき事項）を整理し、設計レビュー等での判断

プロセスに追加する。その旨を設備構築マニュアルに追記する 

【令和6年10月31日 完了】 

・ セキュリティ事業者中継サーバの通信エラーログを監視し異常

検知を可能とする 

【令和6年8月29日 完了】 

・ 上記検知時の一次措置手順を確立し、即時対応を実現する 

【令和6年8月30日 完了】 

・ メールの利用導線の洗い出しを行い、導線上で利用しているミ

ドルウェア起因のアプリケーションエラーログに対しても、監

視設定を追加する 

【令和6年10月18日 完了】 

・ 二段階認証成功数の可視化を行う 

【令和6年8月30日 完了】 

・ メールトラヒック可視化に対する水平展開として、メールシス

テムに到達する利用導線を全チェックする 

【令和6年9月30日 完了】 
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（オ）広島県における海底ケーブル損傷に係る電気通信事業法施行規則第 58

条の 2に定める事態 

発生日時 
令和7年1月28日 11時10

分 
継続時間 ‐ 

影響 

利用者数 
‐ 影響地域 ‐ 

事業者への 

問合せ件数 
‐ 

事態の全体

概要 

広島県の宇品ビルと似島ビル間の通信に障害が発生し、調査を行

ったところ当該ビル間を接続する中継光ケーブルが海底区間で損傷

していることが判明した。 

通信はう回路を経由し疎通確保できており、サービスの影響は発

生していない。 

報告対象と

なる具体的

な事態 

衛星、海底ケーブルその他これに準ずる重要な電気通信設備に深
刻な機能低下が発生し、又は重大な損傷が生じた事態 

影響を与え

た電気通信

役務 

‐ 

発生原因 
原因特定困難（切断面からは鋭利なもので切断された痕跡はみつ

からなかったものの、切断箇所付近に海底をかいた様な溝があった
ことから投錨等との接触等外的要因による切断が推測される） 

機器 

構成図 

宇品ビルと似島ビル間を接続する海底ケーブルに障害が発生し

た。 
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再発 

防止策 

・ 海底ケーブルの切断を未然に防ぐことを目的として、過去の実

績（点検を実施することにより、光ファイバー等を覆う外装鉄

線の破断を特定・補修できた事例が多数存在）を踏まえ、定期

的な点検による海底ケーブルの不良（光ファイバーの切断にま

では至らないが外装等が損傷する状態等）箇所の特定・補修を

継続的に実施する。 

・ 冗長構成の片系の海底ケーブル切断が発生した場合には、う回路

を構成する装置故障等によるサービス断発生に対応するために、

代替設備（故障交換物品等）の配置等を実施し、サービス影響が

発生した場合における影響の低減を図る。 
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（4）電気通信事業報告規則第 7 条の 3に定める事故の発生状況 

ア 影響利用者数及び継続時間別 

統計的集計が可能となった平成22年度11以降では、図2のとおり、平成30年度

から増加していたが、直近2年間は減少傾向である。 

電気通信事業報告規則第7条の3に定める事故12の件数を影響利用者数別に見

ると、表4のとおり、総件数は6,713件（前年度比－544件）と前年度から減少し

た。影響利用者数で見た場合、影響利用者数が500人未満の小規模な事故件数は、

6,332件（前年度比－461件）であり、総件数の約94.3％（前年度比＋0.7ポイン

ト）を占め、9割強となっており、これは直近5年間で同様の傾向となっている。

影響利用者数が3万人以上の事故件数は、57件（前年度比－24件）であり、総件

数の約0.9％（前年度比－0.3ポイント）であった。 

また、継続時間で見た場合、一番多いのは継続時間が2時間以上5時間未満の事

故で、3,044件（前年度比－46件）であり、総件数の約45.3％（前年度比＋2.7ポ

イント）を占め、直近5年間と同様に4割以上を占めている。一方、事故収束まで

12時間以上かかった事故については、2,116件（前年度比－348件）であり、総件

数の約31.5％（前年度比－2.5ポイント）と、直近5年間と同様に全体の3割近く

を占めている。 

なお、6件発生した電気通信事業法施行規則第58条第2項に定める事故13のうち、

1件は5千人以上3万人未満かつ24時間以上の事故（※1）、1件は100万人以上かつ

1時間以上1時間30分未満の事故（※2）、1件は3万人以上10万人未満かつ2時間以

上5時間未満の事故（※3）、1件は500人未満かつ2時間以上5時間未満の事故（※4）、

1件は10万人以上100万人未満かつ2時間以上5時間未満の事故（※5）、1件は10万

人以上100万人未満かつ24時間以上の事故（※6）となっている。 

 

 
11 電気通信事業報告規則第 7 条の 3 は平成 20 年 4 月から運用が開始されたが、当時における詳

細な様式については、内容が自由記述であったため事業者によって記載内容等も異なっており、

また、事故の影響規模等の記載が求められていなかったため、統計的な処理が難しく、事故の

発生状況について十分に分析を行えなかった。そこで、報告規則が改正され、平成 22 年 4 月か

ら、報告内容の統一化・明確化等を図るため、詳細な報告について、新たな報告様式への変更

が行われている。 
12 電気通信事業法施行規則第 58 条第 2 項で定める事故及び電気通信事業法施行規則第 58 条の

2 で定める事態の一部（電気通信設備以外の設備の故障により電気通信役務の提供に支障を来

した事故で、影響利用者数 3 万以上又は継続時間が 2 時間以上のもの。）の報告も含めて計上さ

れている。 

また、令和 6 年度以前の電気通信事故の発生状況は以下の総務省ホームページに掲載。 

https://www.soumu.go.jp/menu_seisaku/ictseisaku/net_anzen/jiko/result.html 
13 （表 4）影響利用者数及び継続時間別の電気通信事故発生状況の※の数字は、（表 2）令和 6 年

度に発生した電気通信事業法施行規則第 58 条第２項で定める事故の一覧の番号に該当。 

https://www.soumu.go.jp/menu_seisaku/ictseisaku/net_anzen/jiko/result.html
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（図2）電気通信事故の発生件数の推移9 

 

 

（表4）影響利用者数及び継続時間別の電気通信事故発生状況（6,713件） 

 
※割合の和については、四捨五入の都合上、100％にならない場合がある。 
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イ サービス別 

電気通信事業報告規則第7条の3に定める事故の件数をサービス14別に見ると、

図3のとおり「データ通信サービス」の件数が8,507件（前年度比－177件）で事

故件数の割合は69％（前年度比＋6ポイント）と最も多く発生しており、そのう

ち、「インターネット接続サービス（固定）」が3,193件（前年度比＋68件）で割

合は38％（前年度比＋2ポイント）と最も多く、次いで「固定アクセスサービス」

が1,961件（前年度比－152件）で割合は23％（前年度比－1ポイント）、「移動ア

クセスサービス」が1,919件（前年度比＋46件）で割合は23％（前年度比＋1ポイ

ント）となっている。 

また、音声サービスの事故は2,744件（前年度比－1,014件）で事故件数の割合

は22％（前年度比－5ポイント）となっており、そのうち、「IP電話」が1,346件

（前年度比－137件）で割合は49％（前年度比＋10ポイント）と最も多く、次い

で「携帯電話」が1,061件（前年度比－795件）で割合は39％（前年度比－10ポイ

ント）となっており、これらで88％を占めている。「アナログ電話」は163件（前

年度比－109件）で割合は6％（前年度比－1ポイント）であり、事故の割合は非

常に低くなっている。 

なお、6件発生した電気通信事業法施行規則第58条第2項に定める事故のうち、

1件は「音声サービス（携帯電話）」の事故、1件は「データ通信サービス（イン

ターネット接続サービス）」の事故、1件は「インターネット関連サービス（電子

メールサービス）」の事故、1件は「衛星移動通信サービス」の事故、1件は「LPWA

サービス、データ通信サービス（インターネット接続サービス）及び仮想移動電

気通信サービス（携帯電話）」の事故、1件は「衛星移動通信サービス、データ通

信サービス（インターネット接続サービス）及び専用役務（国内・国際）」の事

故である。 

 
※割合の和については、四捨五入の都合上、100％にならない場合がある。 

（図3）サービス別電気通信事故発生状況 

 
14 1 件の事故で複数のサービスへ影響のある場合があるため、総件数より多くなっている。 
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ウ 発生要因別 

電気通信事業報告規則第7条の3に定める事故の件数を発生要因15別に見ると、

図4のとおり他の電気通信事業者の設備障害による事故など、自社以外の要因

（外的要因）が3,896件（前年度比－253件）で事故件数の割合は58％（前年度比

＋1ポイント）と最も多く、そのうち、他の電気通信事業者の事故によるものが

3,372件（前年度比－155件）で割合は87％（前年度比＋2ポイント）と外的要因

の大半を占めている。次いで、自然故障等の設備的な要因（設備要因）が2,459

件（前年度比－337件）で事故件数の割合は37％（前年度比－2ポイント）となっ

ており、そのうち、機器故障が2,355件（前年度比－233件）と設備要因の96％（前

年度比＋3ポイント）を占めている。 

なお、6件発生した電気通信事業法施行規則第58条第2項に定める事故のうち、

2件は人為要因、1件は外的要因、1件は人為要因及び外的要因、2件は不明となっ

ている。 

 

 
※割合の和については、四捨五入の都合上、100％にならない場合がある。 

 

（図4）発生要因別電気通信事故発生状況 

  

 
15 1 件の事故で複数の発生要因がある場合であっても、主たる発生要因のみで集計している。 
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エ 故障設備別 

電気通信事業報告規則第7条の3に定める事故の件数を故障設備別に見ると、

図5のとおり故障設備が明確な4,355件（前年度比－553件）のうち、伝送路設備

に起因する事故が2,181件（前年度比－36件）で割合が50％（前年度比＋5ポイン

ト）と最も多く、そのうち、加入者系ケーブルが1,217件（前年度比－30件）で

割合が56％（前年度比±0ポイント）、中継ケーブルが247件（前年度比－54件）

で割合が11％（前年度比－3ポイント）となっており、ケーブル支障による事故

が伝送路設備故障の約7割を占めている。 

次いで、伝送交換設備に起因する事故が1,644件（前年度比－391件）で割合が

38％（前年度比－3ポイント）となっており、そのうち、加入者収容装置の事故

が1,139件（前年度比－122件）で割合が69％（前年度比＋7ポイント）と伝送交

換設備の約7割を占めており、次いで、レイヤ3スイッチ・ルータが199件（前年

度比－24件）で割合が12％（前年度比＋1ポイント）、レイヤ2スイッチが73件（前

年度比－1件）で割合が4％（前年度比±0ポイント）、網終端装置が73件（前年度

比－35件）で割合が4％（前年度比－1ポイント）となっている。 

なお、6件発生した電気通信事業法施行規則第58条第2項に定める事故のう

ち、1件は「伝送交換設備（レイヤ2スイッチ）」の事故、1件は「サーバ設備

（その他）」の事故、1件は「伝送交換設備（その他）、回線交換設備及びその

他」の事故、3件は「その他」の事故となっている。 

 

 
 

※割合の和については、四捨五入の都合上、100％にならない場合がある。 

 

（図5）故障設備別電気通信事故発生状況 
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2．令和 6年度に発生した事故から得られた教訓等 

 

本章では、令和6年度に発生した事故の検証から得られた教訓等を、事故防止

の一連の流れに対応して、「事故の事前防止」、「事故発生時」、「事故収束後」16と

いった事故発生に係る段階ごとに整理している。その際、平成27年度からの各年

度報告17において、各年度に発生した事故の検証から得られた教訓等をまとめて

きたところであるが、令和6年度も引続き、それら過去の教訓と類似の事故事案

が発生していることから、過去の類似する教訓の内容も取り込みながら、教訓を

まとめている。事業者においては、本章を参照し、同様な事故を起こさないよう、

自社の取組に反映していくことを期待したい。 

教訓等の取りまとめに当たっては、電気通信事業法上の事故防止に関する制

度的枠組みを参照する。具体的には、図6のとおり。 

・ 強制基準としての技術基準 18（図 7） 

・ 事業者毎の特性に応じて定める自主基準としての管理規程 19（図 8） 

・ 事業者における総合的な対策項目に関する推奨基準（ガイドライン）と

しての情報通信ネットワーク安全・信頼性基準 20（以下「安信基準」と

いう。）（図 9） 

の関係する3つを参照する。 

なお、以上の検証報告については、本会議のホームページ 

（URL：https://www.soumu.go.jp/main_sosiki/kenkyu/tsuushin_jiko_kenshou/index.html）

に掲載している。 

 
（図6）安全・信頼性対策に関する制度的枠組み 

 
16 令和 6 年度は「事故収束後」に関する教訓は作成されていない。 
17 「平成 27 年度電気通信事故に関する検証報告」（以下「平成 27 年度報告」という。）、「平成 28

年度電気通信事故に関する検証報告」（以下「平成 28 年度報告」という。）、「平成 29 年度電気

通信事故に関する検証報告」（以下「平成 29 年度報告」という。）、平成 30 年度電気通信事故に

関する検証報告（以下「平成 30 年度報告」という。）、令和元年度電気通信事故に関する検証報

告（以下「令和元年度報告」という。）、令和 2 年度電気通信事故に関する検証報告（以下「令

和 2 年度報告」という。）、令和 3 年度電気通信事故に関する検証報告（以下「令和 3 年度報告」

という。）、令和 4 年度電気通信事故に関する検証報告（以下「令和 4 年度報告」という。）及び

令和 5 年度電気通信事故に関する検証報告（以下「令和 5 年度報告」という。） 
18 事業用電気通信設備規則（昭和 60 年郵政省令第 30 号） 
19 施行規則第 28 条 
20 昭和 62 年郵政省告示第 73 号 
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（図7）事業用電気通信設備の技術基準 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

（図8）事業用電気通信設備の管理規程 

 

 
（図9）情報通信ネットワーク安全・信頼性基準  
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（1）事故の事前防止の在り方 
 

ア 適切な設備容量の設定 

ネットワーク・設備構成の設計に当たっては、需要に応じた適切な設

備容量を確保することが重要である。 

 

＜事故事例＞ 

全ての利用者の通信が切断された場合における大量の再接続を考慮し

た加入者DBの設備容量の点検や、ネットワーク構成の見直し要否の検討を

10年以上実施できておらず、事故時のふくそう等の異常に耐えうる設計と

なっていなかった事例があった。【平成27年度、平成29年度及び令和3年度

にも見られた事例】21 

 

＜制度的枠組み＞ 

管理規程には、事業用電気通信設備の管理の方法に関する事項として、 

・ 事業用電気通信設備の設計、工事、維持及び運用に関すること 

・ 通信量の変動を踏まえた適切な設備容量の確保に関すること 

に関して記載することとされ、事業用電気通信設備の設計、工事、維持及

び運用に関する細目として、 

・ 将来の利用動向を考慮した設備計画の策定及び実施に関すること 

等を盛り込むこととされている。 

 

また、安信基準では、管理基準として、 

・ 通信需要、相互接続等を考慮した適切な設備の設計・管理方針を策定

すること 

・ 将来の規模の拡大、トラヒック増加（端末の挙動によるものを含む。）、

インターネットの経路制御情報等の制御信号の増加及び機能の拡充

を考慮した設計とすること 

等を定めている。 

 

＜教訓等＞ 

ネットワーク・設備構成の設計に当たっては、平時からトラヒックの推

移を適切に把握し、需要に応じて適切な設備容量を設定することが重要で

ある。また、設備更改等により設備構成に変更が生じる場合は、更改前後

のトラヒック量やトラヒックのパターンがどのように変化するかを事前

 
21 以降、本章において用いる用語の説明。 

＜事故事例＞ 

新規事例：過去に類似の事故が発生しておらず、令和 6 年度に新たに発生した電気通信事業法

施行規則第 58 条第 2 項で定める事故の事例。 

平成○年度にも見られた事例：過年度において類似の事故の事例があるもの。 

＜教訓等＞ 

本年度新規：過去に類似の教訓等を挙げておらず、本報告書において新たに提示する教訓等。 

平成○年度報告に挙げた教訓の再掲：過去の検証報告書において、類似の教訓等を示したもの。 
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に確認した上で、それに見合った設備容量を設定することが重要である。

【平成27年度、平成29年度及び令和3年度報告に挙げた教訓の再掲】 

 

イ 冗長性の確保 

（ア） 設備のシステム構成上の役割を考慮した冗長化 

冗長化の検討に当たっては、設備のシステム構成上の役割も考慮の

上、冗長化の手法を検討することが重要である。 

 

＜事故事例＞ 

物理ホストの逼迫であれば他のホストに自動切替えする設計であった

が、不具合により仮想マシン単位で逼迫が発生していても、物理ホスト単

位での逼迫が生じていない場合、他の物理ホストに自動で切り替わらなか

った事例があった。【新規事例】 
 

＜制度的枠組み＞ 

安信基準では、管理基準として、 

・ 重要な電気通信設備においては、冗長構成をとるようにすること 

等を定めている。 

 

＜教訓等＞ 

設備の維持・制御等をソフトウェアにより実現するなど、ネットワー

ク・設備管理のソフトウェア化が進展している状況も踏まえ、システム

構成上の重要な役割を担う設備については、自社の運用ポリシとの整合

性を図りつつ、ソフトウェアの不具合も考慮に入れた冗長化の検討を行

うことが望ましい。【平成28年度及び令和5年度報告に挙げた教訓の再

掲】 

 

（イ） 離島へ電気通信役務を提供する際の冗長構成 

海底ケーブルを用いて、離島へ電気通信役務を確実かつ安定的に供給

するため、伝送路等の冗長性を確保することが重要である。 

 

＜事故事例＞ 

2島の間を接続する海底ケーブルが損傷し、2島間の通信に障害が発生し

たが、通信はう回路を経由し疎通確保できており、サービス影響は発生し

なかった。【令和5年度にも見られた事例】 
 

＜制度的枠組み＞ 

管理規程には、電気通信役務の確実かつ安定的な提供を確保するための

事業用電気通信設備の管理の方法に関する事項として、 

・ 事業用電気通信設備の設計、工事、維持及び運用 

に関して記載することとされ、その細目として 

・ 設備の冗長構成の確保、予備設備への切替動作の確認及び予備設備

への切替不能時における対応に関すること 
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等を盛り込むこととされている。 

 

また、安信基準では、設備等基準として、 

・ 交換網の場合は、二つの重要な通信センター間を結ぶ接続系統の障

害に対し、その代替となる他の通信センター経由のう回接続系統を

設けること 

・ 重要な通信センター間を結ぶ伝送路設備は、複数の経路により設置

すること 

・ 重要な光加入者伝送路は、ループ化等による2ルート化を促進するこ

と 

・ 交換設備相互間を接続する伝送路設備は、複数の経路により設置す

ること。ただし、地形の状況により複数の経路の設置が困難な場合又

は伝送路設備の故障等の対策として複数の経路による設置と同等以

上の効果を有する措置が講じられる場合は、この限りでない 

・ 重要な伝送路設備には、予備の電気通信回線を設定すること。ただし、

他に疎通確保の手段がある場合は、この限りでない 

等を定めている。 

 

＜教訓等＞ 

電気通信役務の確実かつ安定的な提供を確保するため、海底ケーブル

が損傷した場合に備え、海底ケーブルをループ形状とし、あるいは、無

線設備を用意する等により、複数の伝送路を確保しておくことが望まし

い。【令和5年度報告に挙げた教訓の再掲】 

 

ウ 適切な環境における試験・検証 

設備等を新規に導入する際や変更する際は、ベンダ等の外部関係者と

検証項目をすり合わせ、可能な限り運用環境に近い環境で網羅的に試

験・検証することが重要である。 

 

＜事故事例＞ 

自社ネットワークの構成で事前検証を行っていないコマンドを、ネット

ワークに投入してしまった事例があった。【新規事例】 

 

＜制度的枠組み＞ 

管理規程には、事業用電気通信設備の管理の方法に関する事項として、 

・ 事業用電気通信設備の設計、工事、維持及び運用に関すること 

に関して記載することとされ、その細目として、 

・ 工事の手順書の適切な作成及び遵守並びに着工前における工事の手

順書及び内容の確認に関すること 

・ 設備の変更の際にとるべき事項に関すること 

等を盛り込むこととされている。 

 

また、安信基準では、管理基準として、 
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・ 設備の設定値の誤設定・誤入力防止のため、委託業者と連携し、設定

変更の確認事項等を明らかにすること 

・ 設備の設定値の誤設定・誤入力防止のため、設定変更後には、実機に

導入する前に確認試験を行うこと 

等を定めている。 

 

＜教訓等＞ 

電気通信設備の設定変更等を行う際は、設定変更により、思わぬ不具合

が生じる可能性があることから、設定変更等に当たっては、可能な限り運

用環境に近い環境で、あらかじめ導入前の試験・検証を行うことが重要で

ある。【平成28年度、平成29年度、令和3年度及び令和5年度報告に挙げた教

訓の再掲】 

 

エ 工事における手順や体制等に関する基本的事項の徹底 

設備増強等の工事において、作業者のアクセス制御、作業手順や体制

等に関する基本的事項の徹底が必要である。 

 

＜事故事例＞ 

電気通信設備の設定変更工事のためコマンドをネットワークに投入す

る際、当該コマンドはネットワークに影響を及ぼさないと考えられていた

ため、事前に作業届が提出されていなかった事例があった。【令和元年度

にも見られた事例】 

 

＜制度的枠組み＞ 

管理規程には、事業用電気通信設備の管理の方法に関する事項として、 

・ 事業用電気通信設備の設計、工事、維持及び運用に関すること 

に関して記載することとされ、その細目として、 

・ 工事の手順書の適切な作成及び遵守並びに着工前における工事の手

順書及び内容の確認に関すること 

・ 設備の変更の際にとるべき事項に関すること 

等を盛り込むこととされている。 

 

また、安信基準では、管理基準として、 

・ 設備の設定値の誤設定・誤入力防止のため、委託業者と連携し、設定

変更の確認事項等を明らかにすること 

・ 設備の設定値の誤設定・誤入力防止のため、設定変更後には、実機に

導入する前に確認試験を行うこと 

等を定めている。 

 

＜教訓等＞ 

運用中のシステムに対する作業については、システムへのアクセスに関

する権限管理等のアクセス制御、一人作業の禁止、ベンダ等外部関係者も

含めた役割分担と連携体制、電気通信設備統括管理者の下における指示系
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統、作業の事前承認プロセスを含む手順書やマニュアルの整備等の作業ル

ールや体制を明確化するとともに、作業を実施する可能性のあるベンダ等

社内外の関係者に対する周知徹底、教育や対処訓練の実施等を図ることが

重要である。【平成28年度及び令和元年度報告に挙げた教訓の再掲】 

 

オ 不測事態に対する対処策の準備 

これまでと同様の作業をしていても起こりえる不測の事態を想定し、

ロールバック手順の整備や地域冗長による障害システムの切り離しの

簡素化等の対処策を準備しておくことが重要である。 

 

＜事故事例＞ 

片系運用していた管理モジュールを冗長構成に戻すため、予備系の管理

モジュールを商用ネットワークに組み込んだところ、これまで同様の作業

では発生しなかったバグが顕在化し、両系のセッション情報が消失する事

例があった。【新規事例】 

 

＜制度的枠組み＞ 

管理規程には、事業用電気通信設備の管理の方法に関する事項として、 

・ 基本的な取組に関すること 

に関して記載することとされ、その細目として、 

・ 情報通信ネットワークの管理の各工程における作業の明確化及び工

程間の調整に関する取組 

・ 機器の保守点検項目、保守手順、運用方法をドキュメント化すること 

・ 装置の管理方法（設置、移動、処分等）をドキュメント化すること 

等が挙げられている。 

 

また、安信基準では、管理基準として、 

・ 工事及び設備更改の実施に当たっては、作業の分担、連絡体制、責任

の範囲等の管理体制を明確にすること 

・ 工事及び設備更改の実施に当たっては、委託業者を含む関連部門間

での連携を図り、作業手順を明確にするとともに、監督を行うこと 

・ 委託事業者等を含めた関連部門間で工事手順書を作成するとともに、

その内容の検証を行うこと 

等を定めている。 

 

＜教訓等＞ 

事前検証を経たロールバック手順の整備、サービスへの影響を最小限に

抑えるための地域冗長による障害システムの切り離しの簡素化等、不測事

態の発生にも備えた対処策の準備が重要である。【平成27年度、平成29年

度及び令和元年度報告に挙げた教訓の再掲】 

 

カ 誤設定情報の確実な検出 
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設定情報の投入前後での比較・確認対象を、追加・変更した設定値の

みだけでなく、全ての設定値とすることが重要である。 

 

＜事故事例＞ 

設定変更前後の確認において、変更を行った設定情報が反映されている

かのみ確認し、変更を行わなかった設定情報に不要な変更等が生じていな

いか確認がなされていなかったため、事故の発生に繋がった事例があっ

た。【令和4年度にも見られた事例】 

 

＜制度的枠組み＞ 

管理規程には、事業用電気通信設備の管理の方法に関する事項として、 

・ 事業用電気通信設備の設計、工事、維持及び運用に関すること 

に関して記載することとされ、その細目として、 

・ 設備の設定におけるデータの誤設定及び誤入力防止並びに関連する

設備間の設定の整合性に関すること 

・ 工事の手順書の適切な作成及び遵守並びに着工前における工事の手

順書及び内容の確認に関すること 

等を盛り込むこととされている。 

 

また、安信基準では、管理基準として、 

・ 設備の設定値の誤設定・誤入力防止のため、委託業者と連携し、設定

変更の確認事項等を明らかにすること 

・ 設備の設定値の誤設定・誤入力防止のため、設定変更後には、実機に

導入する前に確認試験を行うこと 

等を定めている。 

 

＜教訓等＞ 

設定情報の投入においては、投入前後での比較・確認対象を、変更した

設定値だけでなく、全ての設定値とすることで、想定外の設定ミスを検出

することが重要である。また、比較・確認作業を目視で行うのではなく、

ツール等を用いて機械的に実施することが重要である。【令和4年度報告に

挙げた教訓の再掲】 

 

キ 作業手順の改善 

 

（ア） 運用実績のある作業手順書の定期的なレビュー 

運用実績のある手順書であっても、定期的なレビューを行うことが重

要である。 

 

＜事故事例＞ 

メンテナンス作業の手順書の不備によって、ネットワークの全断が発生

し、長時間の障害に繋がった事例があった。【令和4年度及び令和5年度に

も見られた事例】 
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＜制度的枠組み＞ 

管理規程には、事業用電気通信設備の管理の体制に関する事項として、 

・ 事業用電気通信設備の設計、工事、維持及び運用に関すること 

に関して記載することとされ、その細目として、 

・ 工事の手順書の適切な作成及び遵守並びに着工前における工事の手

順書及び内容の確認に関すること 

等を盛り込むこととされている。 

 

また、安信基準では、管理基準として、 

・ 工事及び設備更改の実施に当たっては、委託業者を含む関連部門間

での連携を図り、作業手順を明確にするとともに、監督を行うこと 

・ 委託事業者等を含めた関連部門間で工事手順書を作成するとともに、

その内容の検証を行うこと 

・ 設備更改時に必要となる作業をあらかじめまとめておくこと 

等を定めている。 

 

＜教訓等＞ 

運用実績のある作業手順書であっても、考慮漏れ等の既存の不備や、機

器や設定の変更等により本来必要となる修正の反映漏れ等が無いか、定期

的にレビューを行い、常に手順書を最新化しておくことが重要である。【令

和4年度及び令和5年度教訓の再掲】 

 

（イ） 設備設定における特有手順の解消 

設備設定における手順として、一般手順ではない特有手順について

は、ヒューマンエラーを誘発しうるものであるため、極力そのような手

順を解消すべく、ベンダと仕様変更に向けた協議を行うことや、一般手

順へと自動変換させること等が重要である。 

 

＜事故事例＞ 

機器調達時にコマンドの仕様の事前チェックが不足していたために、機

材特有の手順が手順書に反映されておらず、メンテナンス作業に特有のコ

マンドを使用すべきところ、誤って通常のコマンドを使用し、長時間の障

害に繋がった事例があった。【令和4年度にも見られた事例】 

 

＜制度的枠組み＞ 

管理規程には、事業用電気通信設備の管理の体制に関する事項として、 

・ 組織外の関係者との連携及び責任分担に関すること 

に関して記載することとされている。 

 

また、安信基準では、管理基準として、 
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・ 平時及び事故発生時における社外関係者間の連携方針を策定すると

ともに、情報通信ネットワークを管理する上で、社外の関係者との連

携体制及び責任の範囲を明確にすること 

・ 故障等における迅速な原因分析のための事業者と機器等の製造・販

売等を行う者や業務委託先との連携体制を確立すること 

等を定めている。 

 

＜教訓等＞ 

一般手順と異なる特有手順がある場合には、特有手順が含まれる機器の

ベンダと仕様変更に向けた協議を行うことや、特有手順を一般手順へと変

換すること等により、特有手順をできる限り解消することで、ヒューマン

エラーの誘発を事前に防止することが重要である。【令和4年度報告に挙げ

た教訓の再掲】 

 

ク 設備の運用保守体制の確保 

 

（ア） 重要設備における復旧体制の強化 

故障が発生した際、多くの利用者に影響を与える設備を有するビル等

では、予備機の配備数や人員の常駐・駆けつけ体制を強化することが重

要である。 

 

＜事故事例＞ 

ネットワーク機能の故障によりネットワークループが発生したことで、

監視及び遠隔措置ができなくなり、現地での復旧措置が必要となったが、

現地対応を求める指示から11分で現地での措置を実施できたため、電気通

信事業法施行規則第58条第2項に定める事故には至らなかった事例があっ

た。【新規事例】 
 

＜制度的枠組み＞ 

技術基準では、 

・ 通信路の設定に直接係る交換設備の機器は、その機能を代替するこ

とができる予備の機器の設置若しくは配備の措置又はこれに準ずる

措置が講じられ、かつ、その故障等の発生時に速やかに当該予備の機

器に切り替えられるようにしなければならない 

等を定めている。 

 

また、管理規程には、電気通信役務の確実かつ安定的な提供を確保する

ための事業用電気通信設備の管理の方法に関する事項として、 

・ ふくそう、事故、災害その他非常の場合の報告、記録、措置及び周知

に関して記載することとされ、その細目として、 

・ 障害の極小化対策に関すること 

・ 故障設備に応じた定型的・類型的な応急復旧措置（一次措置）の速や

かな実施に関すること 
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・ 一次措置が機能しない場合にとるべき措置（二次措置）の速やかな実

施に関すること 

等を盛り込むこととされている。 

 

また、安信基準では、設備等基準として、 

・ 予備電源の設置、冗長化等の予備機器等の配備基準の明確化を図る

こと 

等を定めており、管理基準として、 

・ 重要通信を扱う場合は、その通信を確保するための体制を構築する

こと 

・ 重要通信を扱う場合は、その通信の確保に関する取組を実施するこ

と 

・ 障害の最小化対策を講ずること 

等を定めている。 

 

＜教訓等＞ 

故障が発生した際に多くの利用者に影響を与える装置を保管するビル

には、他のビルよりも予備装置を多く配備することや現地への人員派遣

に係る体制を強化することなど、早急な復旧を可能とする対策を講じる

ことが望ましい。【令和 5年度報告に挙げた教訓の再掲】 

 

（イ） 海底ケーブルの定期点検 

海底ケーブルを設置する際は防護管の取付けや埋設などによってケ

ーブルの損傷を防ぐとともに、断線が発生する可能性を考慮し定期的に

点検することが重要である。 

 

＜事故事例＞ 

2島の間を接続する海底ケーブルが損傷し、2島間の通信に障害が発生し

たが、サービス影響は発生しなかった。【令和5年度にも見られた事例】 
 

＜制度的枠組み＞ 

管理規程には、電気通信役務の確実かつ安定的な提供を確保するための

事業用電気通信設備の管理の方法に関する事項として、 

・ 事業用電気通信設備の設計、工事、維持及び運用に関すること 

に関して記載することとされ、その細目として 

・ 経年劣化による自然故障等を考慮した設備の定期的な点検及び検査

に関すること(予備設備への切替動作の確認に関することを含む。) 

等を盛り込むこととされている。 

 

また、安信基準では、管理基準として、 

・ 作業の分担、連絡体系、責任の範囲等の保全・運用管理体制を明確に

すること 

・ 重要な設備の保全・運用については、関連部門間での連携を図ること 
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・ 運用監視体制を構築すること 

・ 経年劣化による自然故障が軽減するよう監視データの分析を行うこ

と 

・ 定期的に保守点検を実施すること 

等を定めている。 

 

＜教訓等＞ 

海底ケーブルは、特に水深が比較的浅い場所において、潮流等外的要

因による損傷を受ける可能性があるため、敷設に当たって、防護管の取

付けや埋設などによってケーブルの損傷を防ぐことが望ましい。また、

維持管理に当たって、不具合の発生をいち早く把握するため、水中ドロ

ーンやダイバー等による定期的な点検を行うことが望ましい。【令和5年

度報告に挙げた教訓の再掲】 

 

 

ケ 社内外関係者との連携 
 

（ア） 機器ベンダとの情報共有体制 

ネットワーク・設備の運用維持管理に関しては、自社のみならず組織

外の様々な者が関係することが多くなっていることから、これら組織外

の関係者と適時適切に情報を共有するとともに、外部委託先を活用する

場合には、定期的な業務報告、監査等の業務遂行のための仕組みを構築

することが重要である。 

 

＜事故事例＞ 

以下の事例があった。 

・ 予備設備への切替えに係る仕様について電気通信事業者と機器ベン

ダとの間で認識の齟齬があり、考慮漏れにより経路変更がされなか

った事例があった。【新規事例】 

・ メーカからベンダに報告されていたバグ情報について、そのバグに

関連した機能が自社で利用されているかを確認する会議において、

ベンダの全ての有スキル者が参加していなかったことから、本来は

バグへの対処が必要なところ、バグへの対処が不要と判断してしま

う事例があった。【新規事例】 

・ 通信機器の調達時に、メンテナンスのコマンドの仕様について未確

認であったため、事故の発生に繋がった事例があった。【令和4年度及

び令和5年度にも見られた事例】 

・ 予備系の管理モジュールをシステムに組み込んだところ、ソフトウ

ェアの不具合により、管理モジュールが両系共にACTとなり、セッシ

ョン情報の消失が発生し、音声が発着信不可となる事例があった。管

理モジュールを組み込むと両系ACTとなる事態がまれに発生するこ

とは、ベンダにおいては既知であったが、発生頻度の低い不具合のた



-95- 

 

め、重要な不具合として共有がされていなかった。【平成27年度にも

見られた事例】 

 

＜制度的枠組み＞ 

管理規程には、事業用電気通信設備の管理の体制に関する事項として、 

・ 組織外の関係者との連携及び責任分担に関すること 

に関して記載することとされている。 

さらに、事業用電気通信設備の管理の方法に関する事項として、 

・ 事業用電気通信設備の設計、工事、維持及び運用に関すること 

に関して記載することとされ、その細目として、 

・ 維持及び運用の委託に関すること 

等を盛り込むこととされている。 

 

また、安信基準では、管理基準として、 

・ 平時及び事故発生時における社外関係者（接続先、委託先、製造業者

等をいう。）間の連携方針を策定すること 

・ 情報通信ネットワークを管理する上で、社外の関係者との連携体制

及び責任の範囲を明確にすること 

・ 故障等における迅速な原因分析のための事業者と機器等の製造・販

売等を行う者や業務委託先との連携体制を確立すること 

・ 業務委託先の選別の評価要件の設定を行うこと 

等を定めている。 

 

＜教訓等＞ 

マルチベンダ化の進展、運用保守業務の外部委託の増加等、ネットワー

ク・設備の運用維持管理にあたり、組織外の関係者と密接に連携を図る必

要性が増している。事故の発生時に一義的に利用者対応を行うのは電気通

信事業者であるから、積極的に情報共有体制を構築する必要がある。ハー

ドウェアやソフトウェアの障害情報について、ベンダ等との定期的な情報

交換の場を設定したり、ベンダ等との保守契約をプロアクティブなものに

見直すことが考えられる。また、外部委託を行う場合は、定期的な業務報

告、監査等の委託業務の適正性を確保するための仕組みを構築することが

望ましい。【平成27年度、令和2年度及び令和5年度報告に挙げた教訓の再

掲】 

 

CPU処理能力、最大接続数、最大経路数等の重要な装置諸元を洗い出し、

機器ベンダから確実に情報を入手し、それら諸元に基づいてネットワーク

を構築することが重要である。【令和4年度及び令和5年度報告に挙げた教

訓の再掲】 

 

（イ） MVNOとの情報共有体制 

MNO又は卸提供元事業者において障害が発生した際には、MNO又は卸提

供元事業者からMVNO又は卸提供先事業者に速やかに情報提供を行うこ
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とが重要であり、平時からMNOとMVNO間等の密な連携体制を構築してお

くことが重要。また、事業者間で新たな取り決めを行った場合には、そ

の実効性について年1回程度の定期的な確認を行うことが望ましい。 

 

＜事故事例＞ 

事故発生後、MVNOが卸役務の提供先である電気通信事業者に対して、事

故が発生している旨を速やかに伝達できなかった事例があった。【平成30

年度にも見られた事例】 

 

＜制度的枠組み＞ 

管理規程には、事業用電気通信設備の管理の体制に関する事項として、 

・ 組織外の関係者との連携及び責任分担に関すること 

に関して記載することとされている。 

 

また、安信基準では、管理基準として、 

・ 平時及び事故発生時における社外関係者（接続先、委託先、製造業者

等をいう。）間の連携方針を策定すること 

・ 情報通信ネットワークを管理する上で、社外の関係者との連携体制

及び責任の範囲を明確にすること 

・ 相互接続を行う場合は、作業の分担、連絡体系、責任の範囲等の保全・

運用体制を明確にし、非常時等における事業者間の連携・連絡体制の

整備を行うこと 

・ 相互接続を行う事業者等の間において、非常時の連絡体制や連絡内

容を明確にすること 

・ 事故又は障害発生時に迅速な原因分析、状況把握及び復旧対応等の

ため、電気通信事業者間での情報共有を含め、複数のルートを活用し

幅広く情報収集に努めること 

・ 仮想移動電気通信サービスを提供する電気通信事業者に対してサー

ビスを提供している場合は、迅速に障害情報を通知すること 

等を定めている。 

 

＜教訓等＞ 

MNOで障害が発生した場合、MVNOにおいては原因等を含め発生している

障害状況の全体像を把握することができないため、利用者に対し十分な情

報提供を行うことが難しいと考える。そのため、MNOにおいて障害が発生

した際には、MNOからMVNOに速やかに情報提供を行うことが重要であり、

そのためには平時からのMNOとMVNO間の密な連携体制を構築しておくこと

が重要である。また、同様に卸提供元事業者において障害が発生した場合

には、卸提供先事業者に対して速やかな情報提供ができるよう連携体制を

構築することが重要である。【平成27年度、平成29年度及び平成30年度報

告に挙げた教訓の再掲の一部抜粋】 
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（ウ） タイムリーな社内の情報共有 

復旧に向けて必要な情報が、社内関係部署間でタイムリーに連携でき

る体制及び仕組みが重要である。 

 

＜事故事例＞ 

メンテナンス作業を実施中の作業員が、自身の実行したコマンドに起因

して事故が発生していることに気付かず、コマンドを繰り返し（計3回）実

行したことにより、複数回の障害が発生した事例があった。【新規事例】 

 

＜制度的枠組み＞ 

安信基準では、管理基準として 

・ 工事及び設備更改の実施に当たっては、作業の分担、連絡体制、責任

の範囲等の管理体制を明確にすること 

等を定めている。 

 

＜教訓等＞ 

メンテナンス作業においては、障害が発生するリスクを伴う可能性があ

ることから、事前に障害発生時の復旧措置を行うオペレーターにも当該作

業に係る情報共有を行うとともに、障害発生後には、事故の発生原因の早

期特定のために、実際のメンテナンスがどのように行われたのか即座に把

握できるようにする仕組みを構築すべきである。【令和4年度報告に挙げた

教訓の再掲】 

 

コ 事故原因の早期特定の強化 
 

（ア） 事故原因特定のための体制構築 

メンテナンス作業後に事故が発生した場合に備え、メンテナンス作業

と事故事象を速やかに照合する体制を構築し、事故原因の早期特定を図

ることが重要である。 

 

＜事故事例＞ 

事故が発生した際に、直近のメンテナンス作業と発生した事故事象の照

合が速やかにできず、事故が長期化した事例があった。【新規事例】 

 

＜制度的枠組み＞ 

管理規程には、事業用電気通信設備の管理の体制に関する事項として、 

・ 組織外の関係者との連携及び責任分担に関すること 

・ 組織内の連携体制の確保に関すること 

に関して記載することとされている。 

事業用電気通信設備の管理の方法に関する事項として 

・ ふくそう、事故、災害その他非常の場合の報告、記録、措置及び周知

に関すること 

・ 事業用電気通信設備の設計、工事、維持及び運用に関すること 
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に関して記載することとされ、ふくそう、事故、災害その他非常の場合の

報告、記録、措置及び周知に関する細目として、 

・ 速やかな故障の検知及び故障設備の特定に関すること（サイレント

故障への対処を含む。） 

・ 接続電気通信事業者との連携に関すること 

等を盛り込むこととされており、事業用電気通信設備の設計、工事、維持

及び運用に関する細目として、 

・ 工事の手順書の適切な作成及び遵守並びに着工前における工事の手

順書及び内容の確認に関すること 

等を盛り込むこととされている。 

 

また、安信基準では、管理基準として 

・ 平時及び事故発生時における社外関係者（接続先・委託先・製造業者

等をいう。）間の連携方針を策定すること 

・ 平時及び事故発生時における担当部署間の連携方針を策定すること。 

・ 工事及び設備更改の実施に当たっては、委託業者を含む関連部門間

での連携を図り、作業手順を明確にするとともに、監督を行うこと 

・ 工事中に発生する可能性がある事故等に対して、復旧手順をあらか

じめ準備すること 

・ 責任者を含め多段階で作業手順の承認手続を行うこと 

等を定めている。 

 

＜教訓等＞ 

事故が発生する以前に行われたメンテナンス等における作業内容と、

事故によって生じた事象を速やかに照合可能な体制を予め構築すること

で、発生原因の早期特定を図ることが重要である。また、メンテナンス

を実施した際は、海外の事業者を含む接続先に影響を及ぼしていないか

確認することが望ましい。【本年度新規】 
 

（イ） 原因箇所の早期特定 

事故の長期化を防ぐため、異常設備を迅速に特定することが重要であ

る。 

 

＜事故事例＞ 

以下の事例があった。 

・ 障害発生時の傾向監視において、セッション数の緩やかな減少をア

ラーム検知できなかったため、事故を速やかに検知できなかった事

例があった。【令和4年度及び令和5年度にも見られた事例】 

・ ネットワーク機能の故障によりネットワークループが発生し、トラ

ヒックが増大して通信不可な状態となったが、ネットワークループ

を自動で検知・遮断する設定がされていなかったため、復旧までに時

間を要した事例があった。【令和4年度及び令和5年度にも見られた事

例】 
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＜制度的枠組み＞ 

管理規程には、電気通信役務の確実かつ安定的な提供を確保するための

事業用電気通信設備の管理の方法に関する事項として、 

・ 事業用電気通信設備の設計、工事、維持及び運用に関すること 

に関して記載することとされ、その細目として 

・ 設備の導入後における設備の不具合発見のために行う監視の項目及

び方法に関すること 

等を盛り込むこととされている。 

 

また、安信基準では、設備等基準として、 

・ 設備や回線を監視し故障等を速やかに検知し、通報する機能を設け

ること 

・ 重要な電気通信回線の動作状況を監視し、故障等を速やかに検知し、

通報する機能を設けること 

・ 重要な電気通信回線の動作状況を統合的に監視する機能を設けるこ

と 

等を定めている。 

 

＜教訓等＞ 

事故の具体的な原因箇所を迅速に特定するために、伝送装置等の物理

設備から利用者が実際に利用するサービスまで、全ての分野（レイヤ）

に跨り故障状況の全体が把握できる仕組みを構築することが重要であ

る。その際、サービスに紐づくシステム状態を観測して迅速な被疑箇所

特定・措置を行う仕組みも有効である。【令和4年度及び令和5年度報告に

挙げた教訓の再掲】 

 

サービス断だけでなく、パケットロス等によるサービス品質低下が即時

に把握できる仕組みの構築、トラヒックの視える化によるボトルネック箇

所の早期把握等を行うことも有効である。【令和4年度及び令和5年度報告

に挙げた教訓の再掲】 

 

サ 事故原因の究明が長期化した場合の再発防止策 

事故原因の究明が長期化した場合でも、原因究明と並行して事故の発

生防止や影響を最小限にする対策を行うことが重要である。 

 

＜事故事例＞ 

事故原因の究明に時間を要する中で、判明している事実を踏まえ、原因

究明と同時並行的に再発防止策が講じられていた事例があった。【新規事

例】 

 

＜制度的枠組み＞ 

安信基準では、管理基準として 



-100- 

 

・ 障害の最小化対策を講ずること 

等を定めている。 

 

＜教訓等＞ 

事故の発生原因の究明が長期化する状況であっても、判明している事実

から、事故の発生防止や影響の最小限化に資する方策（監視の強化や復旧

措置の迅速化 等）を、原因究明と同時並行的に講じるべきである。【本年

度新規】 

 

シ 他社の事故事例の活用 

他社の事故事例や教訓の確認、当該内容を自社の状況に置き換えられ

るか等の検討を定期的に行うことが重要である。 

 

＜事故事例＞ 

過去、電気通信事故検証会議において検証した他社事例と類似する事故

が発生した。【令和4年度及び令和5年度にも見られた事例】 

 

＜制度的枠組み＞ 

電気通信事業法施行規則第58条第2項に定める事故については、電気通

信事業法施行規則が記述式の事故報告様式（事故の全体概要、発生原因、

再発防止策、利用者対応状況等）を定めており、電気通信事業報告規則第

7条の3に定める事故については、電気通信事業報告規則が選択式の事故報

告様式（主な発生原因、故障設備、措置模様等）を定めている。 

 

 

＜教訓等＞ 

電気通信事故検証会議では、平成27年度からの各年度報告において、各

年度に発生した事故の検証から得られた教訓等をまとめてきたところで

あり、それら過去の検証結果を参照しやすくすることを目的として、総務

省ホームページには、過去に検証を行った各電気通信事業法施行規則第58

条第2項に定める事故の概要や教訓等をまとめたExcel形式ファイルがア

ップロードされている。事業者においては、それらを参照し、同様な事故

を起こさないよう、自社の取組に反映していくことが重要である。【令和4

年度及び令和5年度報告に挙げた教訓の再掲】 
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（2）事故発生時の対応の在り方 
 

ア 利用者への適切な対応 
 

（ア） 迅速な利用者周知のための社内ルールの策定・訓練の実施 

障害発生時に迅速に利用者周知を行うために、社内の情報共有に関す

るルールの構築・マニュアル化・定期的な訓練の実施が重要である。 

 

＜事故事例＞ 

利用者周知の迅速化に関する訓練の頻度が足りず、利用者周知に時間を

要した事例があった。【新規事例】 

 

＜制度的枠組み＞ 

電気通信サービスにおける障害発生時の周知・広報に関するガイドライ

ン（以下「周知・広報ガイドライン」という。）では、 

・ 障害発生時に迅速に利用者周知を行うためには、情報の（役員等への）

エスカレーションルールの策定を含め、事前に社内の情報共有ルー

ル・体制をマニュアル化することに加え、設備・広報部門間の情報連

携に関する定期的な訓練の徹底等を行うこと 

等が記載されている。 

 

 

＜教訓等＞ 

障害発生時に迅速に利用者周知を行うためには、情報の（役員等へ

の）エスカレーションルールの策定を含め、事前に社内の情報共有ルー

ル・体制をマニュアル化することに加え、設備・広報部門間の情報連携

に関する定期的な訓練の徹底等を行う。【令和 5年度報告に挙げた教訓の

再掲】 

 

（イ） 適時適切な利用者周知 

事故発生時における利用者への情報提供は、速やかにかつ適切な言語

を用いて正確に利用者が状況を理解できるように実施することが重要

である。 

 

＜事故事例＞ 

以下の事例があった。 

・ 事故発生後、一時的に復旧したことで初報の連絡が遅れてしまい、結

果として利用者周知までに1時間以上かかってしまった事例があっ

た。【新規事例】 

・ 事故の周知について、顧客（法人）への第一報は事故が発生した後1

時間程度で実施していたが、HPでの公表は事故が復旧した翌日とな

った事例があった。【新規事例】 
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・ 海外事業者に起因する事故が発生した際に、事故からの復旧状況に

関する情報収集の中で、復旧見込みが長期化する旨の聞き取りや、代

替措置の考案等が行われ、それらの情報が利用者へ周知された事例

があった。【新規事例】 

・ 事故の復旧や再発防止策の実施に際して、海外事業者から必要な情

報取得がなされていた事例があった。【新規事例】 

・ 周知内容に、影響のあったサービス名の記載がない、影響を受けた設

備名に表記ゆれがある等、利用者への情報提供方法に改善の余地が

見られた事例があった。【新規事例】 

・ 周知広報にあたり、顧客への一報に英文・和文が併記されており、利

用者ニーズに応える工夫がなされていた事例があった。【新規事例】 

 

＜制度的枠組＞ 

安信基準では、管理基準として、 

・ 事故・ふくそうが発生した場合又は利用者の混乱が懸念される障害

が発生した場合には、その状況を速やかに利用者に対して公開する

こと 

・ 情報通信ネットワークの事故・障害の状況を適切な方法により速や

かに利用者に対して公開すること 

・ 事故情報の利用者への提供窓口、方法、場所等に関する情報はあらか

じめ利用者に周知すること 

・ 情報の提供方法については利用者が理解しやすいように工夫するこ

と 

・ 情報提供の手段を多様化すること 

・ 障害の最小化対策を講ずること 

・ 事故装置に応じた定型的・類型的な応急復旧措置（一次措置）をあら

かじめ準備し、速やかに実施すること 

・ 一次措置が機能しない場合にとるべき措置（二次措置（関連部門や機

器等の製造・販売を行う者による措置等））を速やかに実施すること 

等を定めている。 

 

また、「周知・広報ガイドライン」では、利用者に対して周知・広報を行

う事項として、 

・ 対象事故等が発生した日時 

・ 対象事故等の影響を受ける地域 

・ 対象事故等の影響を受けるサービス、機種等の種類（利用者のどのサ

ービス、機種等が該当するのかについて、利用者にとって分かりやす

く説明する） 

等が記載されている。 

 

＜教訓等＞ 

事故発生時には、利用者に対して速やかな情報提供が求められ、事故原

因の特定や被疑箇所の特定ができていない状況においても、まずは事故・
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障害が発生している旨の第一報を発出すべきである。また、情報提供の方

法として、多様な媒体を用いて事故の発生状況等の情報提供を行うことは、

利用者が情報に接することのできる機会を増やし、正確な情報を届ける方

法として有益である。【平成27年度、平成28年度、令和2年度、令和3年度、

令和4年度及び令和5年度報告に挙げた教訓の再掲】 

 

海外事業者に起因する事故であっても、事故の発生原因がどのような要

因によるものか、自然故障なのか、人的要因なのか、ソフトウェアの不具

合なのか又は外的要因なのか等、開示可能な範囲で公表を求め、当該原因

による再発可能性について検討するとともに、発生頻度や復旧に要する時

間などを事業者がしっかり把握し、利用者へ伝えることが必要である。【令

和3年度及び令和5年度報告に挙げた教訓の再掲】 

 

利用者のどのサービス、機種等が該当するのかについて、利用者にとっ

て分かりやすく説明することが望ましい。【本年度新規】 

 

国内在住であっても日本語を母国語としない方も一定数存在するため、

情報提供の多言語化についても検討することが望ましい。【令和4年度報告

に挙げた教訓の再掲】 

 

（ウ） 事故が長期化した際の代替手段の貸出 

事故の長期化が見込まれる場合には、利用者への説明及び代替手段の

貸出し等を行うことが望ましい。 

 

＜事故事例＞ 

衛星携帯電話を使用できない状況が長期間継続した事例があった。【新

規事例】 

 

＜制度的枠組＞ 

「周知・広報ガイドライン」では、利用者に対して周知・広報を行う事

項として、 

・ 公衆無線LANサービス等の代替的に利用可能な通信手段とそれら手

段を利用するために利用者が行うべき内容について説明する 

等が記載されている。 

 

＜教訓等＞ 

事故の長期化が見込まれる場合には、利用者に対してその旨を説明する

とともに、代替的な通信手段の貸出し等の対応を行うことが望ましい。【本

年度新規】 

 

（エ） 事故から復旧しないままサービスを終了する場合の対応 



-104- 

 

事故から復旧しないまま、サービスを終了する場合には、余裕を持っ

たサービス終了の連絡、代替サービスへの円滑な移行に関する提案等を

行うことが望ましい。 

 

＜事故事例＞ 

事故から復旧しないまま、サービスを終了した事例があった。【新規事

例】 

 

＜制度的枠組＞ 

「周知・広報ガイドライン」では、利用者に対して周知・広報を行う事

項として、 

・ 公衆無線LANサービス等の代替的に利用可能な通信手段とそれら手

段を利用するために利用者が行うべき内容について説明する 

等が記載されている。 

 

＜教訓等＞ 

事故発生後、サービス復旧の見通しが立たないまま当該サービスを終

了することを決定した場合には、サービスを終了するまで一定期間の猶

予をもって利用者に対して当該サービス終了する旨の連絡を行うととも

に、代替サービスへの移行を円滑とする提案等を行うことが望ましい。

【本年度新規】 

 

イ 事故発生時の総務省への連絡 

電気通信事業法施行規則第58条第2項に定める事故の可能性のある事

故の発生時において、総務省に対する適時適切な報告・連絡や周知も必

要である。 

 

＜事故事例＞ 

卸先事業者のエンドユーザ全体に大きな影響が及ぶ場合、卸元事業者も

総務省へ速やかに報告することが求められることを理解できていなかっ

たため、同省への速やかな報告が出来なかった事例があった。【令和3年度

及び令和5年度にも見られた事例】 

 

＜制度的枠組み＞ 

「周知・広報ガイドライン」では、関係機関への連絡事項として、 

・ 対象事故等が発生した場合、一般的な利用者への周知・広報に加え、

総務省に対して、個別に連絡を行うこと 

・ 指定公共機関は、監督官庁である総務省に対しては原則30分以内に

連絡、総務省以外の機関に対しては、初報の公表後速やかに連絡する。

指定公共機関以外の事業者は、これに準じて連絡すること 

・ 連絡すべき内容としては、判明している範囲で、発生日時、影響エリ

ア、影響サービス、利用者への広報の状況（広報内容・広報媒体）、

影響を受ける利用者の概数、事業者の連絡先を電話・メール・FAX等
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で伝える。これに加え、総務省及びMVNO等に対しては、事故原因につ

いても伝えること 

等が記載されている。 

 

＜教訓等＞ 

運用手順書に、電気通信事業法施行規則第58条第2項に定める事故と思

われる事象が発生した場合は総務省への連絡が必須である旨を記載し、

実際に当該事象が発生した際、迅速に総務省へ報告することが必要であ

る。【令和2年度、令和3年度及び令和5年度報告に挙げた教訓の再掲】 
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3．事故防止に向けたその他の取組 
 

（1）「電気通信サービスにおける障害発生時の周知・広報に関するガイドライ

ン（令和 5 年 3 月総務省）」に関するフォローアップ検証 
 

ア 周知・広報ガイドラインの概要 

近年増加している電気通信事業者による通信障害の中には、そもそも利用者

への周知広報がないもの、周知広報を行ってはいるものの、利用者への初報に多

くの時間を要するもの、必ずしも利用者が必要とする情報の発信ができていな

いもの、利用者に大きな混乱を生じさせる表現で情報発信を行ったもの、緊急通

報に影響があるにも関わらず緊急通報受理機関への連絡がなされないもの等、

電気通信事業者による周知広報の在り方に課題が多く見られる。特に、緊急通報

に関する障害は国民の生命や安全にも大きな影響を及ぼす問題であり、適切な

周知広報・連絡体制の整備が求められる。こうした状況を踏まえ、利用者の利益

を適切に保護していくため、令和4年10月より、電気通信事故検証会議に周知広

報・連絡体制ワーキンググループを設置し、周知広報・連絡体制の在り方につい

て検討が行われ、令和5年1月27日に報告書22が取りまとめられた。また、本取り

まとめを踏まえ、総務省において、令和5年3月に「周知・広報ガイドライン」の

策定が行われた。 

 

イ 周知・広報ガイドラインのフォローアップ検証 

令和6年度に発生した電気通信事業法施行規則第58条第2項に定める事故の発

生状況について、各社における利用者周知の対応状況を周知・広報ガイドライン

の内容に照らして検証することで、通信障害発生時の利用者の利益の適切な保

護が図られているか確認する。 

図10は、令和6年度に発生した電気通信事業法施行規則第58条第2項に定める

事故の発生状況における利用者周知の対応状況を示しており、太字下線箇所は

周知・広報ガイドラインの内容に概ね合致する取組を示している。 

まず、多くの事業者が障害情報を自社ホームページ（HP）のトップページに掲

載していることが確認できる。また、事業者によっては、利用者に対する会員サ

ポートページやSNSを用いた周知や、傘下のMVNO事業者に対するメールを用いた

周知等、情報伝達手段の多様化が見受けられた。最後に、障害発生から初報まで

の時間については、周知・広報ガイドラインにおいて、指定公共機関は原則30分

以内、それ以外の事業者についてもこれに準じてできる限り早急な対応が求め

られているが、多くの場合は30分を超える時間を要した。他方で、このような状

況を踏まえ、各社において、初報掲載をより早期とするための方策が講じられて

いるところであり、対応の改善を図る努力がなされていることが確認できた。今

後も、各電気通信事業者において、周知・広報ガイドラインを参照しつつ、通信

障害発生時における適時適切な情報提供がなされることに期待したい。 

 
22 電気通信事故検証会議 周知広報・連絡体制ワーキンググループ 取りまとめ、電気通信

事故 検証会議 周知広報・連絡体制 WG、令和 5年 1月 
（https://www.soumu.go.jp/main_content/000858975.pdf） 
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（図 10）令和 6年度に発生した電気通信事業法施行規則第 58条第 2項に定め

る事故の発生状況における利用者周知の対応状況 
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（2）届出電気通信事業者が行う報告義務の在り方の見直し 
 

総務省は、規制改革実施計画（令和6年6月21日閣議決定23）を踏まえ、電気通

信事業者の事務負担軽減の観点から、電気通信事業報告規則第7条の3が規定す

る事故発生状況の報告について、四半期ごとの報告から年度ごとの報告に改め

る制度を整備し、同規則の一部を改正する省令案を作成した。この省令は令和7

年4月1日から施行し、改正後の電気通信事業報告規則第7条の3及び様式第27の

規定は、報告期限が令和7年6月1日以降の報告から適用する。 

 
（図 10）電気通信事業報告規則の一部を改正する省令案 

 
23 規制改革実施計画について 令和 6 年 6 月 21 日閣議決定 

https://www8.cao.go.jp/kisei-

kaikaku/kisei/publication/program/240621/01_program.pdf 

https://www8.cao.go.jp/kisei-kaikaku/kisei/publication/program/240621/01_program.pdf
https://www8.cao.go.jp/kisei-kaikaku/kisei/publication/program/240621/01_program.pdf
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参考 1 

（改正 令和７年３月18日） 

 

「電気通信事故検証会議」開催要綱 

１ 目的 

電気通信は、我が国の基幹的な社会インフラであり、電気通信事故は、国民生

活や企業の経済活動に多大な支障を招来するものであるため、その防止は喫緊

の課題である。近年の電気通信事故の大規模化・長時間化やその内容・原因等の

多様化・複雑化を踏まえ、電気通信事故の報告について、外部の専門的知見を活

用しつつ検証を行う観点から、「電気通信事故検証会議」を開催する。 

本会議は､「①重大な事故に係る報告の分析・検証」、「②重大な事故が生ずる

おそれがあると認められる事態に係る報告の分析・検証」、「③電気通信事業報告

規則第７条の３が規定する事故に係る発生状況の分析・検証」等を行うことによ

り､電気通信事故の発生に係る各段階で必要な措置が適切に確保される環境を

整備し、電気通信事故の防止を図ることを目的とする。 

 

２ 名称 

本会議の名称は、「電気通信事故検証会議」と称する。 

 

３ 主な取扱事項 

(1) 重大な事故に係る報告の分析・検証 

(2) 重大な事故が生ずるおそれがあると認められる事態に係る報告の分析・

検証 

(3) 電気通信事業報告規則第７条の３が規定する事故に係る発生状況の分

析・検証 

(4) 電気通信事故に関する原因等の調査・検証 

(5) その他 

 

４ 構成及び運営 

(1) 本会議は総合通信基盤局電気通信事業部長の会議とする。 

(2) 本会議の構成員は、別添のとおりとする。 

(3) 本会議に座長及び座長代理を置く。 

(4) 座長は構成員の互選により定め、座長代理は構成員の中から座長が指名

する。 

(5) 本会議は、座長が運営する。 

(6) 座長代理は、座長を補佐し、座長不在のときは、その職務を代行する。 

(7) 本会議は、必要があると認めるときは、オブザーバーの参加を認めるこ

とができる。 

 

(8) 本会議は、必要があると認めるときは、構成員以外の者の出席を求め、

意見を聞くことができる。 
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(9) 構成員は、議事に対して利害関係を持つ場合には、その旨を事務局に申

告し、当該会議への出席を見送る。 

(10) 構成員は、本会議における情報の取り扱いに関して、別紙の事項を遵守

する。 

(11) 構成員の任期は１年とする。ただし、再任を妨げない。 

(12) 必要があるときは、本会議の下にワーキンググループを開催することが

できる。 

(13) その他、本会議の運営に必要な事項は座長が定めるところによる。 

 

５ 会議等の公開 

(1) 本会議においては、電気通信事業者の経営上の機密情報や通信ネットワ

ークの構成等の機微な情報を取り扱うため、会議及び議事録は原則とし

て非公開とする。ただし、会議及び議事録のうち機微な情報を含まない

と座長が認める部分についてはそれらを公開することができる。 

(2) 本会議の議事要旨、配布資料等は原則公開とする。ただし、座長が、当事

者又は第三者の権利、利益や公共の利益を害するおそれがあると認める

場合は議事要旨、配布資料等の全部又は一部を非公開とすることができ

る。 

 

６ 開催期間 

本会議は、令和７年４月から令和８年３月まで、原則毎月定例日に開催する。 

ただし、議事がない場合には、休会とする。 

 

７ 庶務 

本会議の庶務は、総合通信基盤局電気通信事業部安全・信頼性対策課が行う。 
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別紙 

 

 

 

本会議における情報の取扱いについて 

 

本会議においては、電気通信事業者の経営上の機密情報や通信ネットワーク

の構成等の機微な情報を取り扱うため、中立かつ公正な検証を確保する観点か

ら、構成員は下記の事項を遵守するものとする。 

 

 

記 

 

１ 構成員は、本会議で知り得た非公開情報について、厳に秘密を保持するも

のとし、総務省の書面による承諾なくして、第三者に開示しないこと。また、

構成員を辞した後も同様とすること。 

 

２ 構成員は、本会議で知り得た非公開情報に基づく活動を行わないこと。 

 

以上 
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別添 

 

 

電気通信事故検証会議 構成員一覧 

 

（五十音順、敬称略） 

※所属・役職は令和7年3月現在 

 

相田
あ い だ

 仁
ひとし

 東京大学 特命教授 

内田
う ち だ

 真人
ま さ と

 早稲田大学 理工学術院 教授 

黒坂
くろさか

 達也
た つ や

 株式会社企 代表取締役 

妙
たえ

中
なか

 雄三
ゆうぞう

 奈良先端科学技術大学院大学 先端科学技術研究科 

情報科学領域 准教授 

長谷川
は せ が わ

 剛
ごう

 東北大学 電気通信研究所 情報通信基盤研究部門 教授 

堀越
ほりこし

 功
いさお

 株式会社日経ＢＰ 日経ビジネス LIVE 編集長 

森井
も り い

 昌
まさ

克
かつ

 神戸大学 名誉教授・特命教授 

矢入
や い り

 郁子
い く こ

 上智大学 理工学部 情報理工学科 教授 

渡邊
わたなべ

 優一
ゆういち

 独立行政法人国民生活センター 相談情報部相談第２課長 
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参考 2 

令和6年度電気通信事故検証会議 開催状況 

 

①  第1回（令和 6年 4月 17日） 

・ 「電気通信事故検証会議」開催要綱について【非公開】 

・ 令和 6年 2月に発生したミーク株式会社の重大な事故について【非公開】 

・ 令和 6年 3月に発生した JCOM株式会社及び KDDI株式会社の重大な事故

について【非公開】 

・ その他【非公開】 

 

②  第2回（令和 6年 5月 23日） 

・ 令和 6年 3月に発生した株式会社 NTTドコモの重大な事故について【非

公開】 

・ 令和 6 年 3 月に発生した楽天モバイル株式会社の重大な事故について

【非公開】 

・ 令和 5 年 11 月に発生したソフトバンク株式会社の重大な事故に関する

行政指導に対する報告について【非公開】 

・ その他【非公開】 

 

 

③  第3回（令和 6年 6月 27日） 

・ 令和 5年度電気通信役務の安全・信頼性の確保に係るモニタリングの結

果概要及び令和 6年度電気通信役務の安全・信頼性の確保に係るモニタ

リングの年次計画（案）について【非公開】 

・ 令和 6年 3月に発生したニフティ株式会社の重大な事故について【非公

開】 

・ 令和 5年 4月に発生した東日本電信電話株式会社及び西日本電信電話株

式会社における重大な事故に関する行政指導に対する報告について【非

公開】 

・ その他【非公開】 

 

④  第4回（令和 6年 7月 30日） 

・ 「電気通信役務の安全・信頼性の確保に係るモニタリングの年次計画

（令和 6年度）（案）」に対する意見募集の結果について【非公開】 

・ 令和 5年度電気通信事故に関する検証報告（案）について【非公開】 

・ 令和 6 年 4 月に発生した楽天モバイル株式会社の重大な事故について

【非公開】 

・ その他【非公開】 
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⑤  第5回（令和 5年 9月 30日） 

・ 令和 6年 4月に発生したソフトバンク株式会社及び株式会社日本デジコ

ムの重大な事故について【非公開】 

・ その他【非公開】 

 

⑥  第6回（令和 6年 10月 24日） 

・ 令和 6年 6月に発生したニフティ株式会社の重大な事故について【非公

開】 

・ 令和 6 年 9 月に発生したスカパーJSAT 株式会社の重大な事故について

【非公開】 

・ その他【非公開】 

 

 

⑦  第7回（令和 6年 12月 23日） 

・ 令和 6 年 10 月に発生したフリービット株式会社の重大な事故について

【非公開】 

・ その他【非公開】 

 

⑧  第8回（令和 7年 1月 28日） 

・ 令和6年12月に発生した株式会社 NTTドコモ、SORACOM CORPORATION, 

LTD.及び株式会社 MIXIの重大な事故について【非公開】 

・ その他【非公開】 
  



-115- 

 

参考 3 

令和 6年度電気通信役務の安全・信頼性の確保に係るモニタリングの結果概要 

1．重点確認項目 
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2．事故全般への対策状況 
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